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We are pleased to announce new services offered by the 
Journal of Fluids Engineering and the Fluids Engineering Di
vision. This is an expansion of our electronic on-line infor
mation service. The steps outlined below are experimental. In 
fact, in some of the services proposed here, we only offer some 
views and initiate processes on a voluntary basis. We hope that 
with input from our readership and the members of the Di
vision, we will be able to arrive in a few years to an acceptable 
and useful format. 

1. Expansion of our Data Bank Scope 
For over a year now, this Journal has operated an electronic 

data bank for the deposition of selected experimental data. 
During this period, members of the Fluids Engineering Division 
have been debating whether similar requests should be made 
to authors of computational papers. Deliberation among mem
bers of the Coordinating Group of CFD was coordinated by 
Drs. Pratap Vanka and Oktay Baysal, while the discussion 
among members of the Editorial Board was led by Dr. Owen 
Jones. These three individuals have prepared written reports 
which one of us (DT) has combined, edited and present here 
to our readership. It appears that more discussion is necessary 
before a formal policy can be formulated. The readership is 
invited to participate in this process. Ideas and suggestions can 
be contributed directly to the Editor. The readers of this Jour
nal are also invited to participate in the discussion during the 
meeting of the Coordinating Group of CFD at the upcoming 
Winter Annual Meeting in Chicago. In the meantime, we will 
immediately begin accepting material to be deposited on a 
voluntary basis as we describe later in this section. 

Technically it is possible to deposit in the JFE Data Bank, 
computer codes, computer-generated grids and numerical re
sults. This practice has many advantages. The availability of 
data that can be obtained in an electronic form eliminates much 
tedious work in extracting the same from a journal paper. The 
extraction of data from the journal article can also lead to 
inaccuracies. In addition, since the computer code and the grid 
that generated the data are also available, it is possible to 
generate additional data that were not previously reported. 
Computer codes in the repository can be starting points for 
further developments by other researchers. However, we be
lieve that there can be a number of operational difficulties in 
such a policy. Some of these are: 

(a) Requiring a computer code could be offending to some 
as it might imply doubt in the researcher's claims. Therefore, 
a clear statement of the purpose in such a request must be 
made in an editorial. Moreover, authors may be uncomfortable 
to part with their codes for a variety of reasons, some of which 
are understandable: (i) proprietary nature of the code; (ii) loss 
of competitive ability in future proposals; (iii) uncertainties of 
performance in unknown flows and for parameters not con
sidered; (iv) lack of maintenance and support capability; and 
(v) migration of principal authors (either graduation or work 
stoppage) etc. 

> 

(b) If the authors deposit their codes with ASME, distri
bution and maintenance will require manpower. Further, most 
academic codes are not written for generality and clarity. Also, 
they are not generally documented adequately, and the benefit 
to future researchers may be minimal. However, a disclaimer 
statement could be accepted from the authors and included 
with the code. 

(c) Deposition of tabular data presented as graphs in the 
manuscript could be very valuable. For example, if line plots 
are presented, a table of numerical data with x-y values will 
be very useful. Vector and contour plots can be supplemented 
with tables of field variables, properly annotated. These may 
be maintained, but it should be cautioned that soon the data 
base could become voluminous and difficult to support. 

(d) Deposition of the grid should also be useful for a variety 
of reasons. First, any attempt to duplicate the results should 
be made on a similar, if not identical, grid. After all, there is 
no such thing as "grid independence" but only "insignificant 
grid dependence." Since grid generation remains a time-con
suming component of CFD, this practice can save significant 
amounts of time for future users. 

(e) Other operational difficulties may be (i) the format for 
the data base, (ii) the updating of the system as advances 
continue to emerge, (iii) the cost of service as well as who will 
pay for it, and (iv) the fact that a code may change over the 
duration of work being published. 

On these issues, we invite input from readers and members 
of the Division but in the meantime we will proceed on a 
voluntary basis. Authors of computational papers are invited 
to contribute to the JFE Data Bank any or all of the following: 
(i) data of their tables, (ii) data of the graphs, (iii) the grid 
employed in their calculations and finally, (iv) the codes that 
generated their results. As in the case of contributions of ex
perimental data, the review and acceptance of a paper will not 
be influenced by the authors' decision to deposit information 
in the Bank. The invitation to submit material to the JFE Data 
Bank will be issued only after the paper has been accepted for 
publication. 

2. Color Frames and Video 
Quite often, experimental data or numerical results are pre

sented more clearly in terms of color frames. Although it is 
now possible to include color figures in the Journal, cost and 
space restrictions limit the volume of such material. It is now 
possible to deposit color figures in the Data Bank. These figures 
will be accessed by the readers electronically in a way similar 
to the access of experimental and numerical data. Moreover, 
we have also succeeded in storing and playing back a short 
video and this option should also be available to our readership. 

Authors willing to deposit color frames or video to accom
pany their paper are invited to communicate directly with the 
Technical Editor. 
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3. The JFE Bulletin Board 
This electronic board will allow readers to offer discussion 

on papers published in the Journal. This service is being 
launched with this issue. Readers can log on to the Electronic 
JFE and open the Bulletin Board. They will then be prompted 
to open the file of a paper. File names are simply the letters 
FN followed by the year (last two digits) and the first page of 
the paper. For example, a paper that appeared on page 57 in 
1994 will have the file name FN94057. In each file, readers 
will find discussions of the paper of their interest. They can 
also add their own. 

Readers logging on to the Electronic JFE will be prompted 
to provide their name and e-mail address. In case a reader 
offers a discussion for a paper, his or her contribution will 
bounce back to his/her e-mail address to provide an oppor
tunity for a final check. It will then be automatically entered 
in the Bulletin Board. The Editor will monitor the process. 

The material added to the Bulletin Board will be retained 
for a few years but the contributing discusser will always have 
the option to submit a discussion for publication in the Journal. 
Discussions and authors' responses contributed to the Bulletin 
Board will not be edited, but discussions submitted for pub
lication in the Journal will be reviewed and edited by the 
Editorial Board according to a procedure established long ago. 

4. Conference Schedule 
The Division of Fluids Engineering organizes two major 

meetings per year. Calls for papers for these meetings are a 
regular feature of the Journal and always appear at the end 

of each issue. These calls are issued about 12 to 15 months 
before each meeting. However, tentative schedules are being 
made for meetings four to five years down the road. The topic 
of the symposia and forums to be held in these meetings are 
not all known in advance and some are tentative. As time 
progresses, each meeting crystallizes gradually to its final form. 
This information therefore is fluent and cannot appear in print. 
The electronic medium is much more appropriate, because it 
allows continuous updating. The Electronic JFE will provide 
a meetings' schedule which will be continuously updated as 
more information becomes available. This idea has been al
ready implemented by the Journal of Tribology, which offers 
its readers electronically Calls for Papers for tribology and 
other relevant conferences. 

Readers who want to log on to the Electronic JFE should 
follow the directions that appear in the last page of each issue. 
There they will find simple instructions on how to log on to 
the Electronic JFE and reach the Data Bank, the Bulletin 
Board, the Figure/Video Section or the Conference Schedule. 
To inspect color frames or video, it is necessary to have one 
of the following software: Mosaic, MacWeb, WinWeb or 
OmniWeb. 

Readers are welcome to provide feedback to the Editorial 
Board by offering discussion to this editorial. Its file name 
will follow the basic rule. 

James Powell 
Editorial Assistant 

Demetri P. Telionis 
Technical Editor 
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Questions in Fluid Mechanics: 
Opportunities and Challenges of Flow Experiments in Helium 

by K. R. Sreenivasan1 and Russell J. Donnelly2 

One of the frontier areas in low temperature research is in 
the micro-Kelvin range. The other frontier, with which this 
note is concerned, lies in harnessing helium in place of air and 
water for flow research, model testing, and turbulence exper
iments at high Reynolds numbers. Above the so-called X-tran
sition (which occurs at about 2.2 K), helium is a classical 
Navier-Stokes fluid, and offers two advantages. First, its low 
kinematic viscosity (on the order of 2 x 1CT4 cm2s~' compared 
to 10~2 for water and 0.15 for air), makes it possible to create, 
for a fixed Reynolds number, a flow with an apparatus which 
is fifty times smaller than that using water and seven hundred 
and fifty times smaller than that using air; this reduced size 
diminishes both capital equipment and operating costs by or
ders of magnitude. Second, by varying the pressure of gaseous 
helium, many decades of Rayleigh numbers can be achieved 
in a convection cell of a fixed size; this flexibility is ideal for 
research purposes. 

This much has been known for a long time. Why, then, has 
no concerted effort been made to take advantage of these 
features? The answer is partly the natural resistance to adopting 
something novel, partly the hassle of refrigeration and the cost 
of installation when a helium facility exceeds a modest scale, 
and partly the extra demands placed on instrumentation by 
the small-scale of the apparatus. For instance, at a Reynolds 
number of ten million, easily achieved on a 10 cm model, the 
viscous sublayer is on the order of 10 ^m, not accessible to 
meaningful measurements with the instrumentation available 
today. While forces and moments can indeed be measured 
accurately in helium flows—in fact the splendid technology of 
superconductors becomes available in liquid helium—demands 
on aerodynamic smoothness of testing models and the like will 
become more stringent. These issues—both favorable and un
favorable—have been discussed in the book High Reynolds 
Number Flows Using Liquid and Gaseous Helium, edited by 
R. J. Donnelly, Springer-Verlag, 1991. 

Some new developments may well have placed helium fa
cilities above the threshold of uncertainty. As is well known, 
the Department of Energy (DOE) was engaged in a project on 
Superconducting Super Collider in Waxahachie, Texas. Among 
the achievements made there was the construction of a unique 
and massive refrigeration facility, originally intended for cool
ing various SSC components such as magnets. This facility, 
constructed at the cost of about $32 million, consists of three 

Mechanical Engineering Department, Yale University, New Haven, CT 06520 
department of Physics, University of Oregon, Eugene, Oregon 97403 

independent helium refrigeration systems, each with a 4 kW 
capacity at the temperature of 4.5 K, and is now available for 
other uses. This availability has created a unique opportunity 
for constructing and operating much bigger helium facilities 
at much less cost than was possible until now. 

Quite early in the days of the SSC project, we had recognized 
the advantage of constructing an off-line facility at the SSC 
Laboratory for the study of heat transfer and turbulence in 
helium gas. This proposal, received with enthusiasm at the 
time, lay dormant when the status of the SSC was hanging in 
balance. Following its eventual termination by the Congress, 
DOE solicited expressions of interest for using the facilities 
already in place. Along with Professor Robert Behringer of 
Duke University and Dr. Michael McAshan, formerly the Head 
of the Cryogenics Department of SSCL, we re-expressed an 
interest and, with some support from DOE, are now engaged 
in a study of the precise scientific objectives, design and in
strumentation, and prospects as well as problems associated 
with the facility. 

A few details might be worth mentioning even at this pre
liminary stage. The proposal is to build a large helium cell (on 
the order of 10 m in height and about half the height in di
ameter) which could be used for several experiments forming 
a coherent program of research. The most obvious candidate 
is a convection experiment using helium gas; by scaling up the 
pioneering experiments of A. Libchaber and colleagues (see, 
for example, the 1991 Ph.D. thesis of X. Z. Wu of the De
partment of Physics at the University of Chicago), it is esti
mated that Rayleigh numbers in the vicinity of 1018 can be 
produced without significant non-Boussinesq effects. These 
Rayleigh numbers come close to those attained in solar con
vection, and allow both the testing of the scaling laws expected 
at high Rayleigh numbers and the elucidation of the mecha
nisms of turbulence convection. The refrigeration needs are 
estimated to be on the order of 1.5 kW, well within the capacity 
of a single refrigeration unit at SSCL. One can also use the 
facility to study grid turbulence at high Reynolds numbers 
(typical mesh Reynolds number of the order of 20 million) by 
sweeping the grid (with and without heating) across the cell 
and allowing the resulting turbulence to decay. In a 1988 Ph.D. 
thesis of the Department of Mechanics and Materials Science 
at Johns Hopkins University, M. D. Walker has demonstrated 
the advantages of this configuration for studying grid turbu
lence. It is thought that these studies will provide the much-
needed high-Reynolds-number measurements of classical fea
tures of shear-free turbulence both as a testing ground for 
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competing theories and as a point of departure for shear flow 
turbulence with attendant complexities and constraints. Other 
possibilities such as oscillating and pulsed grid experiments, 
towed spheres, and so forth, are being considered. We are also 
proposing to undertake a study for establishing, within the 
convection cell, a helium tunnel for very high-Reynolds-num
ber model testing purposes. 

The venture is not without some uncertainties. The velocity 
and temperature scales to be resolved in these experiments are 
estimated to be on the order of tens of microns, between one 
and two orders of magnitude smaller than those encountered 
typically in moderately high Reynolds number facilities. Thus, 
an issue that needs to be addressed is one of suitable instru
mentation. Modern developments in micro-electro-mechanical 
systems seem to allow the measurement of fluctuating tem
perature, wall stress and wall pressure with Kolmogorov scale 
resolution; also possible are variants of shadowgraph and schli-
eren techniques. In liquid helium, the use of quartz micro
spheres and frozen hydrogen-deuterium mixtures has already 
been demonstrated for flow visualization, as well as for laser-
Doppler velocity measurements. With good tracer particles 
comes the feasibility of using particle image velocimetry. In 

Although I did not participate in the writing of the Policy 
Statement on Numerical Accuracy (Freitas, 1993), I have urged 
such a policy for many years and have read it, the comments 
on it by Shyy and Sindir (1994) and the various responses to 
those comments (Vanka, 1994; Freitas, 1994, Roache, 1994) 
with great interest. I would like to make the following sug
gestions and comments. 

There seems to be no question that reporting of numerical 
accuracy is central to assessment of the quality of work in 
computational fluid dynamics (CFD) and that any paper pub
lished in this (or any other) journal must contain an assessment 
not only of the numerically introduced errors, but those arising 
from other sources (modeling, for example) as well. I would 
leave the matter at that. 

It should not be our business to specify what methods may 
or may not be used. The range of methods in use is so broad 
that trying to police this issue will become very difficult. While 
I personally regard first order upwind methods as passe, it is 
not my job to prevent others from committing what I regard 
as foolishness. If someone wishes to spend more than necessary 
to find a solution, that is his/her business. However, I want 
to be assured of its accuracy, and of course, I want to retain 
the right, as a reviewer, to comment on the effectiveness of 
the methods used. 

The required accuracy is a function of the field in which the 
work is done. What is acceptable to one field may be completely 
unusable to another. The Journal of Fluids Engineering covers 
a wide enough range of subjects that no uniform criterion can 
or should be given. A requirement that accuracy estimates be 
given and their genesis be carefully explained should be the 
only absolute. On the other hand, a referee should be permitted 

'Department of Mechanical Engineering, Stanford University, Stanford, 
CA 94305-3030. 

the presence of substantial mean flow, micron-sized hot-wires 
using superconducting and resistive thin films can be (and have 
been) used for turbulence velocity measurements. In spite of 
the progress already made in these various directions, it is clear 
that some nontrivial work will be needed before their potential 
and limitations can be established satisfactorily. 

The turbulence community has been in constant search for 
ways to reach high Reynolds numbers. Helium offers a way 
to progress rapidly in this desired direction. When coupled 
with the tools of-low temperature physics and the unique op
portunity offered by the cryogenic facilities at the site of SSCL, 
time seems ripe for moving ahead. Opportunities and chal
lenges often go together, and this particular opportunity comes 
with the challenge—quite realizable, it would seem—of ex
tending instrumentation to increasingly finer scales of reso
lution. 

In keeping with the spirit of this Column, it is useful, in 
addition to inviting comments on it, to end with two questions: 
(a) What other uses can the unique facility now sitting in Texas 
be used for fluid-dynamic research purposes? (b) What new 
developments in instrumentation can be brought to bear use
fully on the helium experiments presently contemplated? 

(indeed, encouraged) to recommend rejection of a paper on 
the ground that the solutions it contains are not accurate 
enough. 

The judgment as to what constitutes quality and ultimate 
responsibility for seeing that the intent of the policy is carried 
out must remain, as it always has, a matter of the judgment 
of editors and reviewers. It is this author's hope that they will 
remain firm and consistent in the face of complaints that may 
issue from authors. This behavior will go a long way to further 
improving the quality of this journal. 

I would like to close with a few remarks on the perspective 
by Douglas and Ramshaw (1994). They write "these concepts 
(essentially the issues addressed by the policy statement) are 
largely irrelevant to large-scale practical engineering applica
tions of CFD"; this is a statement that (with variations) is 
often made. I believe it is more correct to say some engineering 
problems are too difficult to treat routinely with sufficient 
accuracy using CFD at the present time. While it is possible 
to correctly predict trends from computations that are some
what inaccurate, when the errors are too large, it may not be 
possible to predict even the trend correctly. Thus, there are 
engineering problems for which one may need to forego CFD 
altogether until methods and/or computers are up to the task 
or use other approaches in conjunction with CFD. Develop
ment of methods for these problems is needed but should not 
be used prematurely. One should take advantage of whatever 
CFD can provide, but to adopt the attitude that because com
puters exist, we must solve the problems using CFD, may be 
flirting with danger. 

These authors also address the issue of robustness, one that 
will be with us for a long time to come. A code that could be 
easily installed and run on any computer and would always 
produce reliable answers is the ideal, but no such method exists 
at present. Although the authors recommend methods that are 

Comments on the Policy Statement on Numerical Accuracy 
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competing theories and as a point of departure for shear flow 
turbulence with attendant complexities and constraints. Other 
possibilities such as oscillating and pulsed grid experiments, 
towed spheres, and so forth, are being considered. We are also 
proposing to undertake a study for establishing, within the 
convection cell, a helium tunnel for very high-Reynolds-num
ber model testing purposes. 

The venture is not without some uncertainties. The velocity 
and temperature scales to be resolved in these experiments are 
estimated to be on the order of tens of microns, between one 
and two orders of magnitude smaller than those encountered 
typically in moderately high Reynolds number facilities. Thus, 
an issue that needs to be addressed is one of suitable instru
mentation. Modern developments in micro-electro-mechanical 
systems seem to allow the measurement of fluctuating tem
perature, wall stress and wall pressure with Kolmogorov scale 
resolution; also possible are variants of shadowgraph and schli-
eren techniques. In liquid helium, the use of quartz micro
spheres and frozen hydrogen-deuterium mixtures has already 
been demonstrated for flow visualization, as well as for laser-
Doppler velocity measurements. With good tracer particles 
comes the feasibility of using particle image velocimetry. In 

Although I did not participate in the writing of the Policy 
Statement on Numerical Accuracy (Freitas, 1993), I have urged 
such a policy for many years and have read it, the comments 
on it by Shyy and Sindir (1994) and the various responses to 
those comments (Vanka, 1994; Freitas, 1994, Roache, 1994) 
with great interest. I would like to make the following sug
gestions and comments. 

There seems to be no question that reporting of numerical 
accuracy is central to assessment of the quality of work in 
computational fluid dynamics (CFD) and that any paper pub
lished in this (or any other) journal must contain an assessment 
not only of the numerically introduced errors, but those arising 
from other sources (modeling, for example) as well. I would 
leave the matter at that. 

It should not be our business to specify what methods may 
or may not be used. The range of methods in use is so broad 
that trying to police this issue will become very difficult. While 
I personally regard first order upwind methods as passe, it is 
not my job to prevent others from committing what I regard 
as foolishness. If someone wishes to spend more than necessary 
to find a solution, that is his/her business. However, I want 
to be assured of its accuracy, and of course, I want to retain 
the right, as a reviewer, to comment on the effectiveness of 
the methods used. 

The required accuracy is a function of the field in which the 
work is done. What is acceptable to one field may be completely 
unusable to another. The Journal of Fluids Engineering covers 
a wide enough range of subjects that no uniform criterion can 
or should be given. A requirement that accuracy estimates be 
given and their genesis be carefully explained should be the 
only absolute. On the other hand, a referee should be permitted 

'Department of Mechanical Engineering, Stanford University, Stanford, 
CA 94305-3030. 

the presence of substantial mean flow, micron-sized hot-wires 
using superconducting and resistive thin films can be (and have 
been) used for turbulence velocity measurements. In spite of 
the progress already made in these various directions, it is clear 
that some nontrivial work will be needed before their potential 
and limitations can be established satisfactorily. 

The turbulence community has been in constant search for 
ways to reach high Reynolds numbers. Helium offers a way 
to progress rapidly in this desired direction. When coupled 
with the tools of-low temperature physics and the unique op
portunity offered by the cryogenic facilities at the site of SSCL, 
time seems ripe for moving ahead. Opportunities and chal
lenges often go together, and this particular opportunity comes 
with the challenge—quite realizable, it would seem—of ex
tending instrumentation to increasingly finer scales of reso
lution. 

In keeping with the spirit of this Column, it is useful, in 
addition to inviting comments on it, to end with two questions: 
(a) What other uses can the unique facility now sitting in Texas 
be used for fluid-dynamic research purposes? (b) What new 
developments in instrumentation can be brought to bear use
fully on the helium experiments presently contemplated? 

(indeed, encouraged) to recommend rejection of a paper on 
the ground that the solutions it contains are not accurate 
enough. 

The judgment as to what constitutes quality and ultimate 
responsibility for seeing that the intent of the policy is carried 
out must remain, as it always has, a matter of the judgment 
of editors and reviewers. It is this author's hope that they will 
remain firm and consistent in the face of complaints that may 
issue from authors. This behavior will go a long way to further 
improving the quality of this journal. 

I would like to close with a few remarks on the perspective 
by Douglas and Ramshaw (1994). They write "these concepts 
(essentially the issues addressed by the policy statement) are 
largely irrelevant to large-scale practical engineering applica
tions of CFD"; this is a statement that (with variations) is 
often made. I believe it is more correct to say some engineering 
problems are too difficult to treat routinely with sufficient 
accuracy using CFD at the present time. While it is possible 
to correctly predict trends from computations that are some
what inaccurate, when the errors are too large, it may not be 
possible to predict even the trend correctly. Thus, there are 
engineering problems for which one may need to forego CFD 
altogether until methods and/or computers are up to the task 
or use other approaches in conjunction with CFD. Develop
ment of methods for these problems is needed but should not 
be used prematurely. One should take advantage of whatever 
CFD can provide, but to adopt the attitude that because com
puters exist, we must solve the problems using CFD, may be 
flirting with danger. 

These authors also address the issue of robustness, one that 
will be with us for a long time to come. A code that could be 
easily installed and run on any computer and would always 
produce reliable answers is the ideal, but no such method exists 
at present. Although the authors recommend methods that are 
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likely to improve the situation, it is doubtful that any absolutely 
trustworthy method will be developed in the near future. For 
the present, it is probably necessary for companies that rely 
heavily on CFD to have a resident expert who can deal with 
at least some of the problems. For companies lacking the size 
or demand, consulting companies may be able to fill the need. 
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Perspective: Some Research 
Needs in Convective Heat Transfer 
for Industry 

Introduction 
Several presentations at the recent ASME Fluids Engineering 

Division Symposium on Basic Research Needs in Fluid Me
chanics addressed convective heat transfer and topics within 
this area, e.g., see the contributions by Douglass and Ram-
shaw, Schrock, Peterson, Chen and Liu, Humphrey and Or
tega, Ghia, Jones and Lahey (Jones et al., 1992). (By definition, 
convection can be considered to be energy transfer by fluid 
motion, so convective heat transfer is an important field in 
fluid mechanics and vice versa). There have also been surveys 
of research needs in heat transfer that include convective proc
esses. However, although about a third of the group leaders 
in the recent survey by Jacobs and Hartnett (1991) were outside 
the academic community, there still seems to be a lack of 
communication between the academic community and indus
trial users; recent comments by Bell (1991) and McGee (1992) 
address this aspect. Consequently, the present contribution will 
attempt to concentrate on basic needs relating to convective 
heat transfer as perceived by industry; in a sense, we attempt 
to swing the pendulum in the other direction by emphasizing 
"users" interests. 

Primarily, the present paper treats the results of an ad hoc 
survey of colleagues from industrial and national laboratories. 
After describing our approach and some related philosophy, 
we will describe a few examples of applications and their related 
research needs to give the flavor of the difficulties and will 
end with a summary of some of the recurring themes evident 
in our raw data. 

Ad Hoc Survey 
The goal of the survey was to identify research needs in 

convective heat transfer for industry. Accordingly, we sent the 
following query to about one hundred colleagues in industry, 
in national laboratories and at a few agencies: 

Contributed by the Fluids Engineering Division and presented at the Sym
posium on Basic Research Needs in Fluids Mechanics, Fluids Engineering Con
ference, Los Angeles, CA. June 1992 of THE AMERICAN SOCIETY OF MECHANICAL 
ENGINEERS. Manuscript received by the Fluids Engineering Division October 26, 
1992; revised manuscript received April 8, 1994. Associate Technical Editor: 
D. P. Telionis. 

"I would appreciate your suggestions of basic research topics 
in convective heat transfer that need to be addressed for in
dustrial purposes. That is, what fundamental studies do you 
feel should be done to help you and your colleagues?" 

About a quarter responded in varying degrees of depth. 
Table 1 is a listing of these responses, given as the application 
or area of need and the perceived needs in basic research that 
are related to each. While the process may not have identified 
all of the important research areas for industry overall, it has 
shown a wide range of concerns. Industries represented in the 
responses included electronics, nuclear, commercial Compu
tational Fluid Dynamics (CFD), heat exchangers, defense, au
tomotive, waste and environment, fire safety, aerospace, 
medical and gas turbines. Each entry in the table represents a 
response by one person, although some individuals suggested 
several separate research needs. The table is loosely organized 
by collecting the responses together into general areas of ap
plication. Overall, about forty needs were cited with some 
overlap. 

The responses serve two purposes. First is to identify some 
needs, i.e., to accomplish our goal. However, in scanning Table 
1, one has the feeling that there already have been extensive 
fundamental studies published and presented on some of the 
needs mentioned. For example, the listings and our discussion 
on gas turbine heat transfer applications include many issues 
which have been studied in considerable detail over the past 
few decades. Yet the practitioners responding apparently still 
lack the basic results they feel they need, such as turbulence 
models and related measurements, effects of freestream tur
bulence and heat transfer at low Reynolds numbers. 

In cases where the topic has been studied extensively, if the 
available work does in fact address the needs mentioned, then 
the survey has identified a second need, i.e., one of effective 
technology transfer in the particular area. However, in the 
experience of one of us (DMM), when faced with a "new" 
practical heat transfer problem, often a logical approach re
veals that a need for new basic research is the case rather than 
merely incomplete technology transfer. Typically, an order-
of-magnitude analysis (remember "back-of-the-envelope" in
stead of general purpose cfd codes?) identifies the dominant 
aspects of the problem; a survey of the available literature then 
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Table 1 Applications and related basic needs 
Aerospace 

Aerospace Bases for prediction methods for flow past 
maneuvering 3D vehicle shapes 

Airbreathing propulsion Multiphase, turbulent reacting flows 

Rocket propulsion 

NASP (National 
AeroSpace Plane) 

Hypersonic kinetic 
energy penetrators 

Spacecraft thermal 
management 

Active control of 
boundary layers 

Diagnostic techniques for analyzing surface 
reactions and flames. 

Fluid-thermal interactions related to cooling and 
material integrity 

Aerodynamic heating, shock heating, ionizing/ 
reacting flow fields 

Flow boiling 

Actuators and sensors as they relate to the 
physics of the flow 

Computational fluid dynamics 

CFD 

CFD 

CFD 

Benchmarking 

Defense 

Defense 

Defense 

Environmental 

Automotive exhaust 
systems 

Particle deposition in 
exhaust systems 

Release of ammonia 

Stratified flow 

Heat transfer with phase change 
- liquid-vapor (condensation/evaporation/boiling) 
- solid-liquid (with micro and macro segregation) 

Non-Newtonian fluids and porous media 

Radiation-convection interaction - scattering 
models, particulate radiation 

Experiments on heat transfer in turbulent flows 
- separated flows 
- transition 
- turbulence/chemistry interaction 

Non-equilibrium boundary layers - riblets, rough 
walls, non-Newtonian flows, unsteady, w/ and 
w/o pressure gradients 

Small, complex passages with high flow rates -
boiling and single phase, cryogens 

Pulsating, highly turbulent flows with radiation 
plus slightly-augmented natural convection 

Turbulence structure in favorable and unfavorable 
pressure gradients in complex geometries 

Two-phase buoyant wall boundary type flows near 
the ground 

Turbulence model(s) 

Trichloroethylene spills Multiphase, multicomponent flow of fluids of 
different densities through porous media -
fingering 

Gas turbines 

Airfoils Heat transfer for fully-turbulent flow at low Reg 

Axial flow compressors Rotating stall and surge; unsteady heat transfer 
and turbines phenomena; cooling with complex turbine 

blade passages 

often shows tha t the actual problem has not really been ad
dressed. For example, the non-dimensional ranges are signif
icantly different; nothing like the actual geometry has been 
treated; etc., etc. Thus , we anticipate that the list is likely to 
be more indicative of actual needs in fundamental research 
than of untransferred technology. 

A wide range was covered by the respondents . One indicated 
" I t has been some years since I needed any basic information 

Blades 

Blades 

Gas turbines 

Gas turbines 

Gas turbines 

Gas turbines 

Turbomachinery 

Heat exchangers 

Heat exchangers 

Table 1 (cont.) 
Effects of freestream scale of turbulence 

Internal cooling with rotation, large "turbulators," 
entrance effects and buoyancy 

Turbulence models for scalar transport in free 
shear layers 

Combined and secondary effects (high freestream 
turbulence, strong rotation, strong pressure 
gradients, superposed forced/free convection 
in complex passages, cross-flow) 

Data to benchmark codes for heat transfer 
enhancement, film cooling and flow 
unsteadiness 

Heat transfer after boundary layer restart (e.g., 
from interruption by ring or bolt flange) 

Film cooling with non-equilibrium, compressibility 
and turbulence effects, complex hole shapes, 
unsteady freestream, surface roughness 

Turbulence modeling for enhanced surfaces with 
h + = 0(25), i.e., in viscous layer 

Flow-induced vibration Streatnwise-periodic flow over segmental baffles 
of shell-and-tube 
geometries 

Multiphase flow 

Waste heat recovery 

Heat transfer at reattachment point after 
separation 

Flow field characteristics for shell side of flnned-
tube bundles 

Miscellaneous 

Gas metal arc welding Transition from droplet detachment to jet flow 

High heat transfer rates Combined effects of fluid property variation and 
In turbulent flow (fill in) 

Personal computers Low Reynolds number mixed convection 

Photocopy equipment Low Reynolds number turbulent flow in complex 
passages, cooling - turbulence modeling 

Various Experimental verification studies coordinated with 
model development 

Nuclear 

Nuclear Experiments/analyses to support optimum fin 
shape design for multiple (interacting) fins 

Quiet personal computer ( = ?) 

Nuclear reactor safety Heat transfer from molten core debris to a 
surrounding liquid (possible steam explosion) 

Nuclear reactor safety Turbulent natural convection across an enclosure 
formed by a cylinder and irregularly-shaped 
surroundings 

Passive safety of 
advanced reactors 

Space nuclear power 
and propulsion 

Turbulence models for mixed convection with 
significant property variation and possible 
laminarization 

Turbulence structure in "pure" forced convection 
with large gas property variation 

on convective heat transfer beyond what Bill Kays taught me 
in the 6 0 s " then went on to ment ion a few topics not covered 
by s tandard texts or courses. One from an experimentalist in 
convective heat transfer indicated that his basic need was a 
quiet personal computer . H e was followed by an engineer with 
a computer manufacturer , noting that more da ta are needed 

Nomenclature 

D = 

h+ = 
i = 

J = 

M = 

speed of sound Pr 
specific heat at constant R 
pressure Ra 
diameter; Dh, duct hydraulic 
diameter Re 
acceleration of gravity 
roughness height, huT/v Ro 
electrical current T 
rotational Reynolds number, uT 
o>Dh

2/v V 
Mach number. V/c We 

Prandtl number, cp fi/k a 
radius from axis of rotation /3 
Rayleigh number , 
o>2RDlP{Th-Tc)/{v<x) e 
Reynolds number , VDh/v\ R e e , n 
based on m o m e n t u m thickness v 
Rossby number , V/(Dhu) u 
temperature p 

a friction velocity, 
velocity 

{TJPY 

= Weber number, pV D/a 

distance from wall, yur/v 
thermal diffusivity 
volumetric coefficient of 
expansion, 1/T 
thermal emissivity 
absolute viscosity 
kinematic viscosity 
angular velocity 
density 
surface tension or interfacial 
tension 
wall shear stress 
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Rib-Roughened 
Multipass 
Cooling 
Channel 

High pressure helium 

Pin Fin 
Cooling 
Channel 

h+ = h[gcTw/p] / u ~ 2 5 « r w
+ 

Cooling 
A i r 

Fig. 1 Interior cross sections of typical turbine blades with internal 
cooling, (a) Johnson et al. (1992) and (b) Lau, Han and Kim (1989) 

Suction side 
boundary layer 

Pressure side 
boundary layer 

Fig. 2 Trailing edge geometry for turbine blade with internal cooling 

on mixed convection in order to reduce fan noise in personal 
computers (PCs). (Actually, PCs are becoming quieter by vir
tue of "convective cooling," meaning no fan = natural con
vection; six years ago disk drive targets were 60 db whereas 
now 45 db is being achieved, limited by track noise rather than 
the fan for forced convection (McEligot, 1992)). Some ex
amples of application areas and their needs may provide insight 
into the complexities in convective heat transfer that concern 
the practicing engineer. 

Blades and Vanes in High Performance Gas Turbines 
Designs for gas turbines typically achieve higher perform

ance by increasing the turbine inlet temperature. Consequently, 
blades and vanes in the early stages of the high pressure turbine 
are cooled internally and film cooled externally to maintain 
structural integrity in a difficult external environment. Figure 
1 shows examples of typical internal cooling schemes (Johnson 
etal., 1992; Lau etal., 1989). Sizes vary but many small aircraft 
gas turbine designs for the first stage have blade heights less 
than an inch (two cm)! Phenomena occurring in this rotating, 
micro-heat exchanger include film cooling by ejection of jets 
into a nonsteady cross stream, contractions and expansions 
giving favorable and unfavorable streamwise pressure gra
dients, short channels, flow around bends and various en
hanced surfaces (more on that later), with significant spatial 
variation in gas temperatures and—therefore—properties all 
the while. Programs at the gas turbine manufacturers and 
various universities are attacking some aspects of these prob
lems experimentally but much remains to be done. Coupled 
numerical and experimental studies probably offer the best 
chance of deriving predictive methods that are reliable across 
a reasonable range of phenomena; Mayle (1993) has presented 
comparable comments considering design methodology in his 
evaluation of the recent AGARD conference on heat transfer 
and cooling in gas turbines. 

A practical trailing edge is sketched in Fig. 2. In contrast 
to the sharp, acute airfoil of our undergraduate texts, man
ufacturing and heat transfer constraints lead to blunt edges -
and there is often an extra flow stream from the cooling air. 

Stainless steel 

(a) Enhanced surfaces for heat exchangers or 
gas cooled nuclear reactors 

'gas >> Tcool 

(b) "Turbulators" for internal cooling of 
turbine blades 

Fig. 3 Examples of enhanced heat transfer surfaces employing rec
tangular ribs 

One sees several thermal mixing layers (Marble, 1992) in the 
wake downstream of the blade that are formed as boundary 
layers, with different upstream histories and different curva
tures and pressure gradients, interact with the cooling air flow 
which itself is initially a wall jet. Small recirculating flows and 
potential separation on the concave (pressure) surface are ex
pected behind each of the blunt edges. 

The short streamwise length of the blade leads to low chord-
based Reynolds numbers, and one expects the location of tran
sition to be well along the surface (and either stabilized or 
destabilized by the combined effects of the pressure gradients, 
curvature, mainstream turbulence intensity, time-unsteady 
wakes from upstream disturbances and—possibly—the trans
verse temperature gradient). Under actual engine conditions 
of high turbulence and wake-passing disturbances, transition 
is not as far downstream as one would expect from classical 
treatments. Useful transition and turbulence models are needed 
to handle the coupled, dominant phenomena—with the most 
significant phenomenon likely differing from design to design. 
Insight into the transition problem is provided by Mayle (1991). 
Several respondents identified "low Reynolds number; tur
bulent flow" as a concern; in the context of this perspective 
article, this term refers to flow with a turbulence intermittency 
factor (Schlichting, 1968; Mayle, 1991) near unity but with a 
Reynolds number too low for turbulence quantities to ap
proach classical, asymptotic conditions. 

A good review article has been published recently by Si-
moneau and Simon (1993) and further indications of needs for 
research in gas turbine heat transfer are given by Gaugler (1993) 
and Mayle (1991, 1993). 

Enhanced Surfaces 
Gaseous convective heat transfer for forced flow can po

tentially benefit from the use of "enhanced'' surface geometry. 
For example, Fig. 3 demonstrates a couple applications em
ploying rectangular rib roughness elements. The first case is 
an outgrowth of proposals for a high-temperature, gas-cooled 
nuclear reactor. The use of helium at high pressure and high 
flow rates reduces the convective thermal resistance, while the 
low thermal conductivity of typical cladding materials increases 
the conductive thermal resistance. Turbulent flow is expected 
but optimization typically leads to non-dimensional roughness 
heights h+ of about 25 (Webb, 1977). This height is the same 
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order as the viscous layer thickness (y+ = 30 to 50) of a 
turbulent flow. Consequently, the convection problem and the 
conduction are intimately coupled as they would be in a laminar 
flow (Faas and McEligot, 1979), so they must be solved si
multaneously (now referred to as a conjugate problem). Large 
temperature differences from the surface to the flowing gas 
cause significant gas property variation across the "linear" 
and viscous layers (terminology from Bradshaw, 1971). In this 
application, the heat flux to the solid from the nuclear fuel is 
likely to be the controlled variable which becomes the thermal 
boundary condition; instead, most laboratory experiments for 
rough surfaces use an isothermal wall, a different thermal 
boundary condition. What is the import for design predictions? 
Conceptually, one could solve the governing equations by a 
numerical approach. But in order to do so, one needs a tur
bulence model which (as a starter?) accounts for (1) recircu
lating flow in the viscous layer as well as (2) gas property 
variation and, possibly, (3) buoyancy forces. Are direct nu
merical simulations required? If so, periodic end conditions 
are not appropriate because gas properties vary in the stream-
wise direction was well. 

Figure 3(b) relates to the internal cooling of turbine blades 
as in Fig. 1. Here the small sizes yield ribs (so-called "tur-
bulators") that are large compared to the channel spacing. 
Despite the small size, Reynolds numbers imply turbulent flow. 
Channels are sometimes short with relatively few ribs; a fully 
developed situation is unlikely. Rotational fields can be as high 
as 2 x 105 g. For one recent design of a small high-performance 
gas turbine, the governing parameters could be estimated to 
be of the following orders of magnitude: Re = 30,000, M = 0.1, 
Ro ~ 3, Pr « 0.7, Ra = 109, Ra/Re2=1, and rotational Reynolds 
number, J = 9000. In this situation no one phenomenon can 
be expected to dominate. In a given design, do Coriolis effects 
stabilize one side and de-stabilize the other—or does the flow 
tend to one side with a slight transverse recirculation? The 
centrifugal force and temperature gradients induce buoyancy 
forces, which are significant if not dominant; mixed convection 
must be considered. Again gas property variation rears its ugly 
head. Further insight is available in the recent experiments of 
Johnson, Taslim, Han and their respective coworkers, e.g., 
Johnson et al., el Husayni et al. (1992) and Han et al. (1992). 
The current status of this work is probably best reported an
nually in the spring at the ASME's International Gas Turbine 
Conference. 

Fabrication of turbine blades introduces another reality for 
the turbulators, again due to small size. The casting process 
leaves rounded corners and base fillets, which can be about 
ten per cent of the height. (Taslim and Spring, 1991 usefully 
describe this situation and related problems.) Data available 
on the effects are limited, since laboratory experiments are 
usually large enough that the corners are effectively sharp. 
Further, the casting process sometimes leaves individual ribs 
missing completely, yielding a coupled convection/conduction 
problem—as for an extended surface - to be solved along the 
wall for the maximum temperature (and minimum "strength") 
(Kreith, 1973). Dalle Donne and friends (1978) presented data 
from experiments with rounded trapezoidal elements but did 
not have comparisons to ones with sharp corners. Arman and 
Rabas (1992a, b, 1993) applied a two-layer turbulence model 
to predict thermohydraulic performance of enhanced circular 
tubes with transverse, periodic disruptions having 
sinusoidal-, semicircle-, arc-, and trapezoid-shaped cross sec
tions; for these geometries in industrial heat exchangers, Rabas 
[1993] feels that CFD codes are well suited to address issues 
such as the effect of disruption shapes. In stationary experi
ments with a variety of shapes, Taslim and Spring demon
strated that the effects of rounding corners and that the heat 
transfer and friction factor sensitivities are dependent on a 
number of factors, including aspect ratio, spacing and channel 
blockage. For a rotating duct, one can conceive of general 

i = 205 237 253 281 310 amp 

Fig. A Observations of drop/jet formation from melting electrode in gas 
metal arc welding. Electrical current and wire feed speed increasing 
from left to right (Kim, 1989). 

purpose CFD codes being applied to the geometry but it is 
doubtful that anyone would rely on the predictions without 
confirmatory data in the same ranges of the governing non-
dimensional parameters. But what turbulence models include 
combined effects of buoyancy, Coriolis forces and property 
variation adequately, particularly in the near wall region with 
complex geometry? Basic measurements are needed for the 
applications with realistic geometries and conditions before 
this question can be answered. 

Despite our skepticism, favorable reports are coming from 
the gas turbine industry. It is felt that significant progress on 
the validation of predictions for such combined phenomena 
is coming with k-e turbulence models, and potentially Reynolds 
stress turbulence models for large vorticity flows. They are 
encouraged about recent validation of ability to predict com
plex surface heat transfer coefficients. Commercial CFD codes 
are rapidly moving into design tool utility. Complete 3-pass 
serpentine blade passages with turbulators have already been 
done with reasonable success (Abuaf and Kercher, 1992; Dawes 
and White, 1993). It is predicted that in about ten years most 
film cooling designs and analyses will be done via CFD. 

Droplet/Jet Formation 
In gas metal arc welding the quality of the resulting joint is 

dependent on the "mode" of detachment of the molten drops 
which are formed (Cooksey and Miller, 1962). To protect the 
liquid metal from the surrounding atmosphere and to affect 
the detachment process, a mixture of inert gases (and oxygen 
in some cases!) flows coaxially with the melting wire. Con-
vective heat transfer to this mixture is part of the overall ther
mal problem. But another fluid mechanics problem is perhaps 
more interesting in this case. The analysis of the drop behavior 
only requires the simultaneous solution of (1) the transient 
thermal energy equation, with possible Marangoni effects and 
thermal radiation and plasma boundary conditions, (2) Max
well's equations for the electromagnetic body forces involved 
and (3) the transient fluid dynamics equations. Viscous effects 
are likely negligible unless Marangoni convection becomes im
portant (Kim et al., 1991). 

Figure 4 from Kim's thesis (1989) demonstrates the range 
of the fluids problem involved, which must be solved as a basis 
for treating the rest. This sequence of subfigures shows the 
effect of the electrical current on the typical size of molten 
drop or jet which is formed and is transported to the molten 
weld pool; the moving metal electrode wire appears vertically 
at the top of each subfigure. At low currents (and therefore 
low wire feed speeds), the drop grows quasi-hydrostatically 
until the weight of the drop overcomes the support of the 
surface tension forces at the neck (the "globular" drop at i 
= 205 amps). Many have solved this problem classically (Bash-
forth and Adams, 1883; Greene, 1960; Padday and Pitt, 1973; 
etc.) But poor quality welds result. The other extreme, at high 
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current, appears as a moving cylinder of liquid metal (the 
"streaming" mode at 310 amps)—a steady jet—which may 
break up later due to instabilities. Lienhard (1968) solved the 
corresponding problem of a jet in a vertical gravity field (elec
tromagnetic forces would be more important in the present 
problem). In this case, production rates can be high but welds 
are again poor. Good welds fall in between these extremes (the 
"spray" mode of / = 237, 253 and 281 amps). The corre
sponding fluid problem is vertical flow of a liquid from an 
orifice into a gas. Quasti-static drops are formed at low Weber 
numbers and steady jets at high values (and unsteady ones at 
higher values, etc.). How well can we predict the transient 
shape when the Weber number is of the order of one? 

Only a few numerical techniques are available to predict the 
transient behavior of drops with surface deformations of large 
amplitude (Ryskin and Leal, 1984). Fromm (1984) handled 
drop formation for ink-jet printers (without gravity) and Asai 
(1992) treated the bubble jet printer. Marker-in-cell and related 
techniques from Los Alamos should apply (Daly, 1969; Hirt 
and Nichols, 1981; Kothe and Mjolsness, 1992). The examples 
manual for the FIDAP finite element code shows one of drop 
formation, but with a coarse grid and at low Weber number. 
These methods require extensive computer time and resources 
for "precise" results. (During the review/revision process for 
this perspective article, a promising one-dimensional analysis 
has appeared (Eggers and duPont, 1994).) Problems with sig
nificant surface tension forces fall in a mathematical class 
referred to as "Propagation of Surfaces under Curvature" 
(PSC) (Osher and Sethian, 1988). They tend to be sensitive 
and to require ad hoc techniques to reach a solution. As pointed 
out by Sethian (1990), the steps taken may yield solutions far 
from the desired one or, even worse, solutions to an unrelated 
problem. In order to solve the problem of droplet/jet for
mation confidently for application to gas metal arc welding, 
we should first demonstrate that solutions for the simpler case 
of the fluids problem alone agree with measurements over the 
range from low to "high" Weber numbers. Other applications 
involving droplet/jet formation and detachment include spray 
forming, controlled formation of sprays for fuel injection in 
internal combustion engines, prototyping via ink jet printing 
techniques, determination of interfacial tension for microbial 
enhanced oil recovery, jet cutting, molten metal entering liquid 
pools in severe accident scenarios, the liquid droplet radiator 
for space heat rejection, and nozzles in agricultural irrigation 
systems. Both experiments and useful predictive techniques for 
formation/detachment are needed for reliable practical ap
plication. 

Automotive Exhaust Systems (Provided by J. R. Mondt, 
GM AC Rochester Div.) 

The automotive industry needs work related to advanced 
systems and technology for control of exhaust emissions and 
exhaust noise for automobiles and trucks, with catalytic con
verters as the primary technology for controlling emissions. 
Modeling and testing are combined to optimize exhaust systems 
for good emissions control, low pressure drop and reasonable 
cost. For a catalytic converter to function, the exhaust tem
perature must be heated quickly during a cold start, but cannot 
exceed upper temperature limits during warmed-up operation. 
Thus, thermal energy management is important to the design 
of modern exhaust systems. Minimum pressure drop is desired 
for the flow inside the exhaust system to minimize back pres
sure on the engine. 

Modeling includes heat transfer for exhaust manifolds, 
crossover pipes, takedown pipes, and catalytic converters. The 
processes include heat transfer with combined radiation and 
high turbulence on the inside of these components, and ra
diation and slightly-augmented natural convection on the out
side of these pipes. Exhaust flow inside the exhaust manifolds 

and downpipes is pulsating and highly turbulent. To model 
the heat transfer for exhaust components under an automobile 
requires knowledge of the flow field and the convective heat 
transfer processes between the moving automobile and the 
stationary road. For either heat transfer or pressure drop for 
these specific applications, very little technology has been re
ported in the archival journals. 

Natural Convection in Nuclear Reactors 
A recent application, to one configuration of nuclear re

actors, revealed a need for basic information on gaseous nat
ural convection from one heated circular tube in a closely-
packed array to surrounding tubes which are cooled. A number 
of reactor concepts utilize vertical fuel elements and cooling 
tubes surrounded by a liquid as moderator, such as the Ad
vanced Thermal Reactor and the Steam Generating Heavy 
Water Reactor (Butcher et al., 1990; Leonard et al., 1990; 
Mochizuki and Ishii, 1992). In addition to fuel elements and 
cooling tubes, the control rods and safety rods typically are 
aligned vertically. Thus, tubes of several diameters are present 
and their spacings are of the same order as their diameters. 
One hypothetical accident scenario corresponds to gamma 
heating of a control/safety rod after a moderator tank has 
drained due to a loss of pumping power; energy dissipation 
from the rod then is constrained principally to natural con
vection and thermal radiation to the surrounding cooling tubes. 
The generic configuration cannot reasonably be considered to 
be an isolated single tube in infinite surroundings. Essentially, 
the heated cylinder and its surrounding array form an enclo
sure, possibly described as an annulus with an irregular and/ 
or extended outer surface consisting of the other tubes. 

For a typical nuclear reactor, tubes are of the order of two 
to ten cm in diameter and three to six meters in height. There
fore, the length-to-diameter ratios of individual tubes fall in 
the range of 30 to 300. If the potential temperature range is 
taken to be from room temperature to the melting point of 
aluminum, the length-based Rayleigh number will be greater 
than 1010 so that the induced flow can be expected to be tur
bulent above a meter or less from the bottom (Hama and 
Recesso, 1958). 

Directly-related previous work is limited. A search of the 
literature revealed no work on the fundamental topic: turbulent 
natural convection from a vertical cylinder to a surrounding 
array. No published data were found for turbulent natural 
convection in an annular enclosure. However, Keyhani and 
Kulacki (1985) have presented data, nominally for the laminar 
boundary layer regime, that show evidence of transition at 
their highest Rayleigh numbers. Very few results are available 
for turbulent natural convection from isolated, slender, vertical 
cylinders of aspect ratios pertinent to the present study (e.g., 
Carne, 1937, Eigenson, 1940; Morgan, 1975, and Steimke, 
1991). Lacking turbulent data for the geometry considered, 
the designer is forced to extrapolate from information for an 
isolated cylinder or for a rectangular enclosure. 

One set of data is now available for this unique geometry 
(Fig. 5, McEligot et al., 1994). This study demonstrates that 
further fundamental measurements are needed on several top
ics. Only the heating rate was varied significantly in the ex
periment, so the effect of property variation was assumed 
rather than being tested by varying temperature ratio inde
pendently from Rayleigh number. Likewise, the geometric ra
tios (e.g., spacing) were not varied. Other geometric patterns 
for the surrounding array may change the behavior slightly 
and there is probably an infinite variety of "augmentation 
surfaces" which could be examined looking for optimization 
in some sense (Bergles, 1988). Measurements of mean turbu
lence structure are desirable, but meaningful data are difficult 
to obtain with the large temperature differences involved. And, 
since the reactors have large volumes with spatially varying 
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Fig. 5 Turbulent natural convection from a smooth vertical tube to a 
triangular array of cooled tubes (McEligot et al., 1994) 

thermal conditions, large-scale recirculating flow patterns may 
be induced so that the local behavior for an individual tube 
and its immediate surroundings may be better described as 
mixed convection than as "pure" natural convection (and ac
companying thermal radiation!). 

Concluding Remarks 
In the cases of analytical/numerical techniques for problems 

in convection, the practicing engineer usually needs convincing 
demonstration that the wall heat transfer parameters and wall 
friction (or pressure drop) are predicted properly. Detailed 
measurements of the fine structure of the turbulence may be 
useful to the modeler developing the technique, but the end 
results must include these integral parameters to be of use. 
Comparison of mean profiles can be misleading, since they 
can often be presented graphically in a manner such that poor 
agreement appears good (McEligot, 1986). 

It is clear that much basic work remains to be done on 
convective heat transfer problems for the benefit of our prac
ticing community in industry. While a text, such as by Kays 
(1966), is still valuable for guidance on order-of-magnitude 
estimates for behavior of single-phase systems with classical 
geometries, the needs are more diverse and the industrial prob
lems are more difficult. The survey of our colleagues in industry 
revealed a wide variety of perceived needs in fundamental 
research, as indicated in Table 1. Recurring themes in the 
responses included 

o Unsteady or pulsating flows 

o Turbulence 
o Combined (coupled) effects 
o Low Reynolds number flows (generally turbulent) 

o Measurements/data for benchmarking computer pre
dictions 

o Turbulence modeling (still) 

o Variation of transport properties due to temperature 
gradients 

o Phase change, multiphase systems 

o "Rough" or enhanced surfaces 

o "Complications" beyond the "simple," classical cases 
in general 

In addition to the basic studies required in these areas, it is 
suspected that more effective, reciprocal technology transfer 
is required between the practitioner and the 'engineering sci

entist" in order for the studies to benefit our industry and its 
international competitiveness. 

The questions become: Where to now, particularly for ac
ademic colleagues? From where can the' support come? Basic 
research is typically supported by government agencies, such 
as NSF, ONR, AFOSR, NASA, ARO-D, and DOE. Their 
program managers are becoming more sensitive to the idea 
that the work they support should be useful for some identified 
applications, perhaps those important for national competi
tiveness. Surveys such as this one can provide some "cannon 
fodder" on that score. However, some of these programs are 
being reduced in funding level while there are more and more 
fluid mechanics doctoral graduates competing for the pot. One 
is again hearing the traditional songs, "times are tight" and 
"no new starts," but there always seems to be a chance for 
the ideas that strike a program manager's fancy. 

Some members of the academic community have developed 
good working relations and receive direct support from in
dustry; Prof. J. H. Whitelaw and his colleagues studying au
tomotive fluid mechanics at Imperial College are good 
examples. In Japan, faculty are being given strong encour
agement to devote some of their research to industrial support; 
Prof. Y. Nagano's turbulence modeling has found application 
in design codes of torque converters in one of Toyota's op
erating divisions (Kondoh, 1993). But in the United States it 
is difficult to obtain direct support from industry for basic 
research. In recent years several companies have eliminated or 
reduced their own corporate research laboratories. Another 
inherent problem is that faculty members have strong desires 
to publish in the open literature while, if the work is worthwhile 
to industry, companies would prefer to keep results proprietary 
for competitive advantage. And, since there are federal laws 
that give universities and small businesses the right to patent 
their work regardless of source of funding, companies are 
reticent to pay their own dollars and lose any competitive 
benefit of the results. 

This author (DDM) has no magic solution for the academic 
community. Improved interaction with industrial colleagues 
can give better appreciation for the real needs leading to lower 
costs, better reliability and more competitive products. The 
Fluids Engineering Division appears to have a better mix of 
industrial and academic members than some other ASME di
visions. The FED meetings and committees give opportunities 
for informal direct discussions with industrial practitioners. 
Panel sessions given by industrial design engineers can help 
start a dialog. Cozy up to your industrial colleagues; they would 
like your work to be useful too. One route may be: learn their 
needs in your topical area; analyze/translate them to identify 
the key basic questions that still need resolution; calculate the 
parameter range involved; use this information as the basis 
for a collaborative proposal to the funding agencies (which 
should thereby be stronger than most of its competitors); in 
the resulting technical papers, include appendices that dem
onstrate the calculations necessary to apply your results to a 
specific industrial problem. We will all benefit. 
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Perspective: A Method for 
Uniform Reporting of Grid 
Refinement Studies 
This paper proposes the use of a Grid Convergence Index (GCI) for the uniform 
reporting of grid refinement studies in Computational Fluid Dynamics. The method 
provides an objective asymptotic approach to quantification of uncertainty of grid 
convergence. The basic idea is to approximately relate the results from any grid 
refinement test to the expected results from a grid doubling using a second-order 
method. The GCI is based upon a grid refinement error estimator derived from the 
theory of generalized Richardson Extrapolation. It is recommended for use whether 
or not Richardson Extrapolation is actually used to improve the accuracy, and in 
some cases even if the conditions for the theory do not strictly hold. A different 
form of the GCI applies to reporting coarse grid solutions when the GCI is evaluated 
from a "nearby" problem. The simple formulas may be applied a posteriori by 
editors and reviewers, even if authors are reluctant to do so. 

Introduction 
"If you want a new idea, read an old book." (Anon.) 
The Computational Fluid Dynamics community is currently 

in the midst of a "reform movement" in regard to quantifi
cation of uncertainty (e.g., Mehta, 1991; Celik et al., 1993). 
Progressive journals are now explicit in their requirement for 
grid convergence studies or other uncertainty estimation (e.g., 
Roache et al., 1986; Freitas, 1993; AIAA, 1994). However, 
there is no uniformity in the performance of these studies, nor 
even more basically in the reporting of the results. 

This paper proposes the use of a Grid Convergence Index 
(GCI) for the uniform reporting of grid refinement studies in 
Computational Fluid Dynamics and related disciplines. There 
are other possible techniques for the quantification of nu
merical uncertainty, but systematic grid refinement studies are 
the most common, most straightforward and arguably the most 
reliable. The motivation for the proposed uniform Grid Con
vergence Index is the inconsistent and confusing reporting of 
grid refinement studies in the engineering and scientific liter
ature. The following hypothetical examples will suffice. 

One paper states that the grid density was increased by 50 
percent, resulting in a difference in some solution norm of 4 
percent (of the fine grid solution) using a first-order accurate 
method. In another paper, grid density was doubled, resulting 
in a difference of 6 percent, using a second-order method. 
Which fine grid solution is more reliable?, i.e., better con- • 
verged? More important, can the reader have any reasonable 
expectation that these numbers represent a "percent accuracy 
error band", i.e., that the fine-grid calculations are probably 
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accurate to within 4 or 6 percent of the true solution of the 
continuum equations? 

Note that we are concerned herein with verification of a 
particular calculation, i.e., estimating the grid convergence 
accuracy of a particular discretized solution. We assume that 
the code itself has already been verified for the same class of 
problems (so that coding errors are not an issue and, if done 
properly, the order of accuracy has been verified; e.g., see 
Steinberg and Roache, 1985; Blottner, 1990). Nor are we con
cerned with code validation, e.g., that a turbulence model is 
adequate. See Blottner (1990) for discussion of validation, or 
"solving right governing equations" versus verification, or 
"solving governing equations right." (In the present author's 
opinion, a code and a particular calculation can be verified, 
and not with excessive difficulty. However, a code cannot be 
validated in any general sense, i.e., by comparison with ex
perimental values. Rather, only a particular calculation or 
narrow range of calculations can be validated.) Also, it is 
always worth noting that this paper and similar grid refinement 
studies address only "ordered" discretization errors, which by 
definition vanish as grid spacing h — 0. Specifically, the errors 
introduced by the use of far-field computational boundaries 
must be assessed separately (e.g., see Roache, 1972). Further, 
I consider herein only a posteriori error estimation, being of 
the opinion that useful a priori estimation is not possible for 
fluids engineering problems. 

Richardson Extrapolation 
Richardson Extrapolation, also known as "h2 extrapola

tion" and "the deferred approach to the limit" and "iterated 
extrapolation," was first used by Richardson in 1910, and later 
embellished in 1927. The discrete solutions / are assumed to 
have a series representation, in the grid spacing h, of 
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f=f[exact]+glh + g2h
2 + gih

3 + ... (1) 

The functions gu g2, etc. are defined in the continuum and do 
not depend on any discretization. For infinitely differentiable 
solutions, they are related to all orders to the solution deriv
atives through the elementary Taylor series expansions, but 
this is not a necessary assumption for Richardson Extrapo
lation, nor is the infinite series indicated in Eq. (1). It is only 
necessary that Eq. (1) be a valid definition for the order of 
the discretization. Thus, the extrapolation may be valid for 
finite element solutions, etc.. 

For a second-order method, gt = 0. Then the idea is to 
combine two separate discrete solutions f\ and f2, on two dif
ferent grids with (uniform) discrete spacings of hx (fine grid) 
and h2 (coarse grid), so as to eliminate the leading order error 
terms in the assumed error expansion, i.e. to solve for g2 at 
the grid points in Eq. (1), substitute this into Eq. (1) and obtain 
a more accurate estimate of/[exactl. The result is the original 
statement (Richardson, 1927) for h extrapolation. 

/[exact] = (h\fx - h2J2)/{h\-h\) + H.O.T. (2) 

where H.O.T. are higher-order terms. Using the grid refine
ment ratio r = h2/hu this can be conveniently expressed in 
terms of a correction to the fine grid solution fu dropping 
H.O.T. 

/[exact] =/ , + (/, -f2)/(r
2 - 1) (3) 

The most common use of this method is with a grid doubling, 
or halving. (These are identical. Both use two grids, one twice 
as fine as the other, i.e., we have a coarse grid and a fine grid. 
Whether we "doubled" or "halved" just depends on which 
calculation came first!) With r = 2, Eq. (3) becomes 

/[exact] = 4/3/, - l/3/2. (4) 

It is often stated that Eq. (4) is fourth-order accurate if fx 
and/2 are second-order accurate. Actually, as known by Rich
ardson, this is true only if odd powers are absent in the ex
pansion (1), which he achieved by assuming the exclusive use 
of second-order centered differences. If uncentered differences 
are used, e.g., upstream weighting of advection terms, even if 
these are second-order accurate (3-point upstream), the h2 ex
trapolation is third-order accurate, not fourth. As a practical 
limitation, even extrapolations based on centered differences 
do not display the anticipated fourth-order accuracy until the 
cell Reynolds number Re is reduced; for the 1-D advection-
diffusion equation with Dirichlet boundary conditions, Re < 
3 is required (Roache and Knupp, 1993). 

Although Richardson Extrapolation is most commonly ap
plied to grid doubling, and is often stated to be only applicable 
to integer grid refinement (e.g., Conte and DeBoor, 1965) this 
is not required. In order to use Eq. (3) it is necessary to have 
values of / and f2 at the same points, which would seem to 
require commonality of the discrete solutions, and therefore 
integer grid refinement ratios r (grid doubling, tripling, etc.). 
However, even in his 1910 paper, Richardson looked forward 
to defining a continuum f2 by higher-order interpolation, and 
in the 1927 paper had a specific approach worked out. Ferziger 
(1993) alludes to this approach with less detail but more gen
erality. Similarly, Richardson Extrapolation is commonly ap
plied only to obtaining a higher-order estimate on the coarse 
grid with h2 = 2hu but Roache and Knupp (1993) show how 
to obtain fourth-order accuracy on all fine-grid points by sim
ple second-order interpolation, not of the solution values f2, 
but of the extrapolated correction from Eq. (4), i.e., by second-
order interpolation of 1/3 (/i - f2). The use of simple second-
order interpolation avoids complexities with nonuniform grids 
and near-boundary points. 

Richardson (1910, 1927) also considered sixth-order extrap
olation (using 3 grid solutions to eliminate g2 andg4), parabolic 
and elliptic equations, staggered grids (then called "inter

penetrating lattices"), rapid oscillations and the 2h wavelength 
limit, a priori error estimates, singularities, integral equations, 
statistical problems, Fourier coefficients, and other noncal-
culus problems. For example, Richardson (1927) showed the 
power of the method in an elegant example of extrapolating 
two very crude approximations to a circle, namely an inscribed 
square and an inscribed hexagon, to get an estimate of IT with 
three-figure accuracy. 

The usual assumptions of smoothness apply, as well as the 
assumption (often verified) that the local error order is indic
ative of the global error order. The extrapolation must be used 
with considerable caution, since it involves the additional as
sumption of monotone truncation error convergence in the 
mesh spacing h. This assumption may not be valid for coarse 
grids. Also, the extrapolation magnifies machine round-off 
errors and incomplete iteration errors (Roache, 1972). In spite 
of these caveats, the method is extremely convenient to use 
compared to forming and solving direct fourth-order discre
tizations, which involve more complicated stencils, wider band
width matrices, special considerations for near-boundary points 
and non-Dirichlet boundary conditions, additional stability 
analyses, etc., especially in nonorthogonal coordinates which 
generate cross-derivative terms and generally complicated 
equations. Such an application was given by the present author 
in Roache (1982). 

The method is in fact oblivious to the equations being dis-
cretized and to the dimensionality of the problem, and can 
easily be applied as a postprocessor (Roache, 1982) to solutions 
on two grids with no reference to the codes, algorithms or 
governing equations which produced the solutions, as long as 
the original solutions are indeed second-order accurate.1 The 
difference between the second-order solution and the extrap
olated fourth-order solution is itself a useful diagnostic tool, 
obviously being an error estimator (although it does not pro
vide a true bound on the error except possibly for certain trivial 
problems). It was used very carefully, with an experimental 
determination rather than an assumption of the local order of 
convergence, by de Vahl Davis (1983) in his classic benchmark 
study of a model free convection problem. See Nguyen and 
Maclaine-Cross (1988) for application to heat exchanger pres
sure drop coefficients. Zingg (1993) applied the Richardson 
error estimator to airfoil lift and drag calculations in body-
fitted grids. (Zingg's work demonstrates the necessity of grid 
convergence testing even when experimental data are available. 
In 4 of 7 cases, experimental agreement was better with coarse 
grid calculations than with fine. Also, his data indicate that 
Richardson Extrapolation can be applied to the estimation of 
far-field boundary errors, with the error being first order in 
the inverse of distance to the boundary.) Blottner (1990) has 
used the same procedure to estimate effects of artificial dis
sipation terms in hypersonic flow calculations. 

An important aspect of Richardson Extrapolation is that it 
applies not only to point-by-point solution values, but also to 
solution functionals, e.g., lift coefficient CL for an aerody
namics problem or integrated discharge for a groundwater flow 
problem, provided that consistent or higher-order methods are 
used in the evaluations (e.g., second or higher-order quadra
tures for lift) as well as the basic assumption that the "order" 
of the method applies globally as well as locally. If Richardson 
Extrapolation is applied to produce (say) fourth-order accurate 
grid values, one could in principle calculate a fourth-order 
accurate functional like CL from the grid values, but it would 
require careful implementation of fourth-order accurate quad
ratures. It is much simpler to apply the extrapolation directly 
to the Ci's obtained in each grid, requiring only second-order 

I use the common but somewhat abusive terminology of "second-order ac
curate solution" to mean a solution obtained by a verified second-order accurate 
method applied in the asymptotic range of grid spacing. 
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quadratures. Indeed, this is a major attraction of Richardson 
Extrapolation compared to using fourth-order accurate stencils 
solved either directly or by deferred corrections. (Note, how
ever, that the two approaches yield different answers, although 
both are fourth-order accurate if done properly.) 

A very significant yet overlooked disadvantage of Richard
son Extrapolation is that the extrapolated solution generally 
is not "conservative" in the sense of maintaining conservation 
properties (e.g., Roache, 1972). This could well dictate that 
Richardson Extrapolation not be used. For example, if it were 
used on the ground-water.flow simulations for the Waste Iso
lation Pilot Plant (WIPP PA Dept., 1992), it would be "more 
accurate" in some norm, but would introduce additional non-
conservative (i.e., lack of conservation property) source terms 
into the radionuclide transport equation. It is also noteworthy 
that Richardson (1927) pointed out that the accuracy of the 
extrapolation does not apply to arbitrarily high derivatives of 
the solution. The extrapolation can introduce noise to the 
solution which, although low level, may decrease the accuracy 
of the solution higher derivatives. 

Thus, it is not advocated here that Richardson Extrapolation 
necessarily be used to improve the reported solution, since that 
decision involves these considerations and possibly others. 
What is advocated is that, regardless of whether Richardson 
Extrapolation is used to improve the solution, the proposed 
Grid Convergence Index (defined herein and based on the 
generalized theory of Richardson Extrapolation) be used to 
uniformly report grid convergence tests. 

A Generalization of Richardson Extrapolation 
Without assuming the absence of odd powers in the expan

sion of Eq. (1), we can generalize Richardson Extrapolation 
to pth order methods and /--value of grid ratio, again elimi
nating the leading term in the error expansion, as follows. 

/[exact] =/, + (/i -f2)/(r
p- 1). (5) 

If the next term in the series is zero, e.g., if centered differences 
were used, then the extrapolation is (p + 2) order accurate. 
But generally, and notably if upstream-weighted methods for 
advection have been used, the extrapolation is (p + 1) order 
accurate. 

It may easily be verified that Eq. (5) is valid for multi-
dimensions in any coordinates, including space and time, pro
vided that the same grid refinement ratio r is applied, and the 
order p is uniform, in all space and time directions. 

In Eq. (5), the correction to the fine grid solution /i is 
obviously an error estimator of the fine grid solution. Ex
pressing this as an Estimated fractional error Et for the fine 
grid solution/!, we have 

^itfine grid] = €/(/•"-1) (6) 

e = ( / r 2- / i ) / / i - (7) 

Defining the Actual fractional error Ax of the fine-grid so
lution as usual, 

A, = (/, -/[exact])//[exact] (8) 
and using Eqs. (5)-(8) and the binomial expansion gives 

^ , = £ 1 + 0(A"+'I£?) (9) 
where / = 1 generally or / = 2 if centered differences have 
been used. Thus, E\ is an ordered error estimator, i.e., an 
ordered approximation to the actual fractional error of the 
fine grid solution. El is a good approximation when the so
lution is of reasonable accuracy, i.e., when E\ « 1. 

This is generally not true of e in Eq. (7), which is the quantity 
commonly reported in grid refinement studies. That is, e is not 
always an error estimator since it does not take into account 
/• or p. For r < 2 and p = 1, e alone is optimistic, under
estimating the grid convergence error compared to Ex (by a 

factor of 2 for r = 1.5). For r = 2 and p = 2, e alone is 
conservative, over-estimating the grid convergence error com
pared to E] (by a factor of 3). Note that e can be made (almost) 
arbitrarily small, just by choosing r — 1. (The only qualifi
cation is that r is limited by the integer character of the number 
of grid points, so the smallest r = N/(N - 1) where /Vis the 
number of grid points in each direction of the fine grid.) This 
is analogous to the situation wherein an arbitrarily small tol
erance on iterative convergence can always be met by using an 
arbitrarily small relaxation factor, belying the adequacy of such 
an iterative convergence criterion (Roache, 1972; Ferziger, 
1993). 

Ei may of course be expressed as a percent, and like any 
relative error indicator it will become meaningless when / or 
/[exact] is zero or small relative to (/2 - / ) , in which case 
the denominator of Eq. (7) should be replaced with some 
suitable normalizing value for the problem at hand, as would 
the usual definition of actual relative error A\ in Eq. (8). 

As described earlier, one may choose to not use Richardson 
Extrapolation for good reasons, e.g., due to concern over the 
actual order of the method, or accumulation of round-off 
error, or incomplete iterative convergence error, or uncertainty 
that the asymptotic range has been reached, or lack of the 
conservation property in the extrapolated results, etc. But 
whether or not one chooses to use or report the results of the 
extrapolation, one can still use the theoretical basis to con
sistently report the results of the grid refinement study. 

Grid Convergence Index for the Fine Grid Solution 
Although the error estimator E\ of Eq. (6) is based on a 

rational and consistent theory, it is certainly not a bound on 
the error. (Nor is a reliable and practically tight bound on 
solution error for nonlinear problems likely to be forthcoming, 
in the author's opinion.) What is generally sought in engi
neering calculations is not a true "error bound" but just an 
"error band," i.e., a tolerance on the accuracy of the solution 
which may in fact be exceeded, but in which the reader/user 
can have some practical level of confidence. The error esti
mator E\ itself does not provide a very good confidence in
terval. (One might expect that it is equally probable that Ex 
be optimistic as conservative, i.e., it is just as likely that the 
actual error A i be greater than E\ as less than E\. This would 
correspond roughly to a 50 percent confidence band.) A well-
founded probability statement on the error estimate, such as 
a statistician would prefer (e.g., a two-sigma limit) is not likely 
forthcoming for practical CFD problems. However, based on 
cumulative experience in the CFD community, at least a mar
ginal confidence level exists for the e of Eq. (7) obtained using 
a grid doubling and a verified second-order accuracy code. 

That is, for a grid doubling with a second-order method, 
and some indication that the calculations are within the asymp
totic range of convergence, most CFD practitioners would 
accept the e of Eq. (7) as a reasonable error band, in the flavor 
of a statistician's 2-a range or an experimentalist's 20:1 odds 
(Kline and McClinstock, 1953). An e of (say) 6 percent would 
be taken to indicate (not absolutely, but with reasonable con
fidence) that the fine grid solution was within 6 percent of the 
asymptotic answer. This confidence is well justified by the 
theory of Richardson Extrapolation, which shows, from Eqs. 
(6) and (7) with r = 2 and p = 2, that the error estimate E\ 
is only 1/3 of this error band, or 2 percent. 

The idea behind the proposed Grid Convergence Index is to 
approximately relate the e of Eq. (7) obtained by whatever grid 
refinement study is performed (whatever p and r) to the e that 
would be expected from a grid refinement study of the same 
problem with the same fine grid using p - 2 and r = 2, i.e., 
a grid doubling with a second-order method. The relation is 
based on equality of the error estimates. Given an e from an 
actual grid convergence test, the G O is derived by calculating 
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the error estimate E{ from Eqs. (6) and (7), then calculating 
an equivalent e that would produce approximately the same 
El with/? = 2 and r = 2. The absolute value of that equivalent 
e is the proposed Grid Convergence Index for the fine grid 
solution, which is conveniently expressed as 

GCI[fine grid] = 3 le !/(/•"-1) (10) 

where e is defined in Eq. (7). 
We note immediately that for a grid doubling (/' = 2) with 

a second-order method (p = 2), we obtain GCI = lei, as 
intended. 

The purpose of the proposed GCI is not to preclude more 
convincing grid convergence tests (such as using Richardson 
Extrapolation over several grid refinements, e.g., Shirazi and 
Truman, 1989; Blottner, 1990). The modest purpose herein is 
just to get minimal two-calculation grid refinement exercises 
onto a uniform reporting basis. 

The GCI, like the theory of Richardson Extrapolation on 
which it is based, is equally applicable not only to grid values, 
but also to solution functionals (e.g., CL) and to plotted curves, 
wherein e may be read visually or calculated from interpolated 
tabular values. Thus it may be used to produce plots of the 
estimated error band about a fine grid solution by post-proc
essing the results of any two grid solutions. Nonphysical os
cillations in the solutions ("wiggles", e.g., see Roache, 1972) 
are of course a cue that the solutions are not in the asymptotic 
range, Richardson Extrapolation is not accurate, Ex of Eq. (6) 
is not a valid error estimator, and confidence in the GCI as 
an error band is not justifiable. 

Applying Eq. (10) to the hypothetical cases in the second 
paragraph of the introduction, we see that a 4 percent differ
ence from a grid refined by 50 percent using a first-order 
method gives a fine-grid GCI = 24 percent, whereas a 6 percent 
difference from a doubled grid using a second-order method 
gives a fine-grid GCI = 6 percent. Even though the first paper's 
reported raw deviation e from coarse to fine grid calculations 
might appear at first glance to be better than that reported in 
the second paper (4 percent compared to 6 percent), it is in 
fact not nearly as well converged (24 percent compared to 6 
percent), as indicated by the proposed Grid Convergence In
dex. 

For a less hypothetical example, consider the grid conver
gence results reported by the present author (Roache, 1982) 
for benchmark calculations of weakly separated flows obtain
ing using Richardson Extrapolation applied with grid doubling. 
The reported quantification of convergence was the maximum 
fractional deviation e4 between the fine-grid second-order and 
the extrapolated fourth-order solution/4 from Eq. (4), 

C 4 = ( / l - / 4 ) / / 4 (11) 

The values reported were e4 = 0.17 percent for wall vorticity 
and 0.13 percent for a velocity profile at a longitudinal station 
traversing the separation bubble. This e4 is easily related to the 
e of Eq. (7); combining Eqs. (4), (7), and (11) shows 

e = 3 - 3 / ( I + e 4 ) = 364 + 0(e4
!). (12a) 

GCI[finegrid] = 9e4 (126) 

The reported grid convergence criteria (Roache, 1982) of 0.17 
percent for wall vorticity and 0.13 percent for velocity would 
now be replaced by the much more conservative GCI [fine grid] 
= 1.53 and 1.17 percent. 

In such cases wherein Richardson Extrapolation is actually 
used to produce a higher order accurate solution, rather than 
just to estimate the error of the fine grid solution, the GCI of 
Eq. (10) (or (12b)) appears to be unfairly conservative. The 
solution used is the (say) fourth-order accurate solution, but 
the reported GCI would be the same even if only the second-
order accurate fine grid solution were used. That is, E\ and 
GCI are respectively the error estimator and Grid Convergence 

Index for the fine grid second-order solution, not for the fourth-
order solution. Although we expect the extrapolated solution 
to be more accurate than the fine grid solution, we would need 
additional information (a solution on a third grid) to estimate 
the error of the extrapolated solution itself. Such a third grid 
solution could be used in principle (possibly not in practice, 
for nonlinear fluids engineering problems) to extrapolate a 
sixth order accurate solution. That is, the error estimate (and 
therefore the GCI) will always lag the best solution estimate. 
This is quite conservative, when the conditions for validity of 
Richardson Extrapolation have been convincingly demon
strated by numerical experiments (e.g., Roache, 1982; Shirazi 
and Truman, 1989; Blottner, 1990; Roache and Knupp, 1993). 
A heuristic extension for such situations is to report the GCI 
for the extrapolated solution based on Eq. (10) with e replaced 
by e4 from Eq. (11), giving GCI[ext. sol.] = \E\ [fine grid] I 
= \e\/(r" - 1). 

On the other extreme, it is recognized that ostensibly second-
order algorithms may fail to attain second-order performance 
in a particular calculation, due to coding quirks or errors, 
subtleties in nonlinear problems, overly strong grid stretching, 
failure to attain the asymptotic range, etc. (see, e.g., de Vahl 
Davis, 1983; Steinberg and Roache, 1985; Shirazi and Truman, 
1989; Roache et al., 1990.) Unless the author has convincingly 
verified that the code actually attains the theoretical order, at 
least on a "nearby" problem, the more conservative value of 
p = 1 should be used in reporting the GCI in Eq. (10). 

Two calculations of the same problem with the same value 
of GCI, say a first-order calculation on a finer grid and a 
second-order calculation on a coarser grid, are not quite in
different as to the uncertainty of the calculations. The GCI of 
the first-order calculations is based on an only second-order 
accurate error estimator, whereas the GCI of the second-order 
calculations is based on a third or fourth-order accurate error 
estimator. Thus, even with the same GCI, the second-order 
calculations have less uncertainty (in their uncertainty esti
mates) than the first-order calculations. 

Grid Convergence Index for the Coarse Grid Solution 

Ostensibly, if we have a fine grid and a coarse grid solution, 
we would be expected to use the fine grid solution, so reporting 
of the above fine-grid GCI of Eq. (10) would apply. However, 
a practical scenario occurs for which the contrary situation 
applies, i.e., we use the coarse grid solution. 

Consider a parametric study in which hundreds of variations 
are to be run. (For example, consider a 3-D time-dependent 
study of dynamic stall, with perhaps 3 Mach numbers, 6 Reyn
olds numbers, 6 airfoil thickness ratios, 3 rotor tip designs, 
and 2 turbulence models: a total of 648 combinations.) A 
scrupulous approach would require a grid refinement study 
for each case, but most engineers would be satisfied with one 
or a few good grid refinement tests, expecting, e.g., that a grid 
adequate for a NACA 0012 airfoil could be assumed to be 
adequate for a NACA 0015 airfoil. (In fact, this is often not 
justified by experience, e.g., stall characteristics can be quite 
sensitive to thickness ratio.) So for the bulk of the stack of 
calculations, we would be using the coarse grid solution, and 
we want a Grid Convergence Index for it. That is, we derive 
a Grid Convergence Index from Eq. (5), not as the correction 
to the fine grid solution / , , but as the correction to the coarse 
grid solution f2. In this case, the error estimate changes and 
must be less optimistic. 

/[exact] = / 2 + (/, -h)t*/i»- 1). (13) 

The coarse-grid GCI is then 

GCI[coarse grid] = 3le \rp /{r"-Y). (14) 

GCI [coarse grid] = rp- GCI [fine grid]. (15a) 

GCI [coarse grid] = GCI [fine grid] + 31 e I. (156) 
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Table 1 Grid convergence index (GCI) calculated from Eqs. 
(10) and (14) for common values of grid ratios (/•) and orders 
of the basic numerical method (p), for both coarse grid so
lutions and fine grid solutions, normalized to e = 1 percent 

Fine grid GCI Coarse grid GCI 
r = 2 1.5 1.1 r = 2 1.5 1.1 

£ P 
1 3.00% 6.00% 30.00% 1 6.00% 9.00% 33.00% 
2 1.00% 2.40% 14.29% 2 4.00% 5.40% 17.29% 
3 0.43% 1.26% 9.06% 3 3.43% 4.26% 12.06% 
4 0.20% 0.74% 6.46% 4 3.20% 3.74% 9.46% 

Applying this equation to the hypothetical cases in the second 
paragraph, we see that a 4 percent difference from a grid 
refined by 50 percent using a first-order method gives a coarse-
grid GCI = 36 percent, whereas a 6 percent difference from 
a doubled grid using a second-order method gives a coarse-
grid GCI = 24 percent. Note that the higher-order method 
appears to be working against us here, because we are coar
sening, rather than refining, the grid. In actuality, the e for 
the higher order method will be smaller for the same grid 
refinement close to convergence. 

GCI values for some common combinations of r and p, 
normalized to e = 1 percent, are given in Table 1. 

Should the Coefficient be " 1 " or "3"? 
The functional form of the definition of the GCI (Eqs. (10), 

(14), (15)) is rational and objective, but the coefficient " 3 " is 
a judgment call. It could arguably be " 1 " , or conceivably 
"1.5" or "2" or something else between 1 and 3. 

The value " 3 " is possibly too conservative. As the quality 
and rigor of the grid convergence study increases, so does the 
conservatism of using the coefficient " 3 " in the definition of 
the GCI. However, consider practical complications such as 
rapidly varying coefficients from turbulent eddy viscosities or 
strong grid stretching, nonlinear systems, nonuniform behav
ior of various error norms, experimental determination of spa
tially varyingp (e.g., see de Vahl Davis, 1983), nonmonotonic 
convergence (e.g., see Celik and Zhang, 1993). Such compli
cations, while not contradicting the ultimate applicability of 
Richardson Extrapolation (i.e., in the asymptotic range) do 
increase the uncertainty associated with the error estimate for 
practical engineering fluid dynamics calculations. Likewise, if 
the grid convergence exercise is only performed for a repre
sentative "nearby" problem, uncertainty is increased. These 
considerations provide additional rationale for retaining " 3 " 
as the coefficient, in the sense of a "factor of safety". 

As noted above, using the value " 3 " makes grid doubling 
with second-order methods into the standard of comparison. 
This is not intended to make second-order methods the goal, 
only the standard. (Like an IQ of 100, it is not meant to 
discourage genius.) It just means that for p = 2 and r = 2, 
we obtain GCI [fine grid] = e. That is, it does not change 
what authors who use grid doubling with a second-order method 
already have been reporting, namely e. 

Using the value " 1 " would make the GCI equal the error 
estimator obtained from Richardson Extrapolation. As noted 
earlier, since this is the best estimate we can make given only 
the information from calculations on two grids, we can only 
expect equal probability that the true answer is inside or outside 
of this band. Also, simple tests on the steady-state Burgers 
equation will quickly demonstrate that " 1 " is not usually con
servative. Is <50 percent probability acceptable for an error 
band? I think not. Perhaps most damning, the use of " 1 " 
makes grid doubling with first order methods into the standard 
of comparison, i.e., forp = 1 and r = 2, the GCI [fine grid] 
calculated using " 1 " would = e. Clearly, we do not want first 
order methods to be the standard of comparison! (See, e.g., 
Freitas, 1994.) 

A 50 percent "factor of safety" over the Richardson error 
estimator would be achieved withthevalue"1.5",or the naieve 
value of "2" might prove to be a neat and reasonable com
promise. But much experimentation would be required over 
an ensemble of problems to determine a near-optimum value 
and to establish the correspondence with statistical measures 
such as the 2-<x band. Note that a true optimum would likely 
depend upon the family of numerical methods (e.g., medium-
order FVM, high-order FDM or FEM, etc.) and upon the 
family of problems (e.g., turbulence, transonic, free surface, 
etc.) 

All things considered, and after discussions solicited from 
many (on the order of 200) CFD practitioners, I recommend 
use of the value " 3 " in the definition of the GCI, even though 
it will be too conservative for high quality grid convergence 
studies. Of course, there is nothing to preclude an author from 
reporting both the GCI and the Richardson Error estimator 
Ei. 

Noninteger Grid Refinement 
Although it is generally assumed that grid doubling is pref

erable, it is argued here that, especially for the computer lim
itations frequently encountered in practice for multidimensional 
problems, it may be better to use a smaller change in grid 
resolution, say 10 percent. Consider a base grid, and refine or 
coarsen. If engineering intuition or studies on related 
("nearby") problems have led to a good (economical, yet ad
equately accurate) grid selection for the base grid, then we are 
likely in the asymptotic range, but perhaps just barely. If we 
can afford to double the grid, we will certainly get more ac
curate answers, but the cost can be large. With an optimal 
numerical solution method, e.g., a good multigrid method, in 
which the computing cost is merely proportional to the number 
of unknowns, doubling a grid in three space dimensions and 
time will increase the cost over the base grid calculation by a 
factor of 16; if suboptimal methods are used, the penalty is 
worse. If we coarsen the grid instead, the economics work for 
us, i.e., the coarse grid solution is only 1/16 as expensive as 
the base grid; however, the coarse grid solution may be out 
of the asymptotic range. This situation is especially evident in 
turbulent boundary layer calculations, wherein we needj>+ < 
1 for the first grid point off the wall. See, e.g., Shirazi and 
Truman (1989) or Wilcox (1993). This applies only when the 
turbulence equations are integrated to the wall. Different re
quirements apply if wall functions are used; e.g., see Celik and 
Zhang (1993) or Wilcox (1993). 

Since the theory of generalized Richardson Extrapolation is 
valid for noninteger r, it is easier to use a small value (unless 
the computer is confident that the coarse grid with r = 2 will 
still be in the asymptotic range). However, there are practical 
limits to small r. For example, increasing the number of grid 
points by one in a base grid calculation of a 100 x 100 grid 
gives r = 1.01, and the theory is still valid. (Indeed, it would 
still be better than no grid refinement study at all.) But the 
results will now be obscured by other error sources, e.g., the 
"noise" of incomplete iterative convergence and machine 
round-off error. That is, as we reduce the change in the dis
cretization error by using r — 1, the leading truncation error 
term may be swamped by noise. As an intuitive engineering 
guess, a minimum 10 percent change (/• = 1.1) is recommended. 
Of course, provided that the coarse grid is within the asymp
totic range, the estimates are more reliable for larger r, for 
grid refinement. 

A reviewer has expressed skepticism that one really can learn 
anything about grid convergence by changing the resolution 
by only 10 percent. It is intuitively obvious that the error 
estimates are more reliable for larger r, for grid refinement. 
It is perhaps less obvious that the opposite is true for grid 
coarsening, i.e., when we keep the answers of the finer grid. 
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Then it should be clear that there is more additional infor
mation, and therefore sharper error estimates, available for r 
~ 1 than for r » 1 (limited only by noise pollution from 
round-off and incomplete iteration errors). For example, con
sider a fine grid using 100 nodes. A coarse grid calculation 
using 90 nodes (r = 1.1111 .. .) contains more information 
(and is more expensive) than a coarse grid calculation using 
50 nodes (r = 2). A set of easily reproduced calculations was 
performed on the steady-state Burgers equation with «(0) = 
1 and u(\) = 0 (suggestive of stagnation flow), Re = 10, and 
p = 2, with a fine grid of 100 interior nodes and coarse grids 
from 25 to 99 nodes. The error estimator for / = du/dx at x 
= 1 obtained using the coarse grid of 90 nodes (r = 1.1111, 
or a factor of 0.9 coarsening) is 3.2 times more accurate than 
the error estimator obtained using the coarse grid of 50 nodes 
(r = 2, or a factor of 0.5 coarsening). 

Independent Coordinate Refinement and Mixed Order 
Methods 

The simplest mode in which to apply the proposed Grid 
Convergence Index is to use a single parameter r to refine/ 
coarsen the grid in all coordinates, space and time. However, 
there are often good reasons for not doing this. In boundary 
layer calculations (whether using boundary layer equations, 
full Navier-Stokes equations, or something intermediate) it is 
often the case that grid convergence is easy to establish in the 
longitudinal direction (being essentially dictated by the free-
stream flow, which is not sensitive to Reynolds number) but 
is more problematical in the transverse direction, being sen
sitive to Re. Also, in time-dependent problems, it is much easier 
to develop a code that is solution-adaptive in the time-step 
than in the spatial grid, so that time discretization errors might 
be independently controlled (e.g., see Roache, 1991, 1992A, 
1993) and the systematic grid refinement test would be re
stricted to the spatial grid. 

In such a case, the multidimensional theory indicates that 
the error estimates can be obtained orthogonally. (The func
tions gi, g2, etc. in Eq. (1) for the x direction now depend on 
Ay, and a constant (in x) term appears, but it may be verified 
that these do not affect the algebra of solving for gu even with 
cross derivatives present from nonorthogonal grids, at least 
for p = 1 or 2.) In each coordinate direction, Eq. 10 or 14 is 
applied separately, with r, jt rx ^ ry, etc., and the resulting 
Grid Convergence Indexes are added. 

GCI = GCI, + GCL, + GCL, + GCI*, etc. (16) 

The additional error made by this "alternating direction 
Richardson extrapolation," compared to refinement in all di
rections at once, is not merely heuristic but is ordered (it im
proves for fine grids and for r ~ 1) and small enough for the 
procedure to be practical. It is important to note that the 
procedure must be performed globally, i.e., with complete 
global solutions obtained for each refinement in independent 
coordinate directions; attempts to apply the extrapolation pro
cedure by lines do not produce ordered or usable error esti
mates. 

Consistent Richardson Extrapolation error estimators can
not be obtained from just two calculations (a coarse and a 
fine grid calculation) when different r are used in different 
coordinate directions, because there is no basis for separating 
out the directional contributions. In this case, a conservative 
GCI should be used, based on the smallest directional r. For 
example, in a 2-D steady flow calculated in a fine grid of 100 
X 100 cells and a coarse grid of 50 X 75 cells, unless other 
theoretical considerations apply, we would have to conserv
atively attribute the change in solution to the more modest 
grid refinement, and use r = 4/3 to calculate the fine-grid GCI 
from Eq. (10). 

A similar situation occurs with mixed-order methods, e.g., 

the not uncommon situation of a method with first-order time 
accuracy, and second-order space accuracy. A conservative 
approach would be to use p = 1 in Eq. (10), but a better 
estimate would be obtained using separate grid convergence 
studies in space and time, usingp = 1 for the time contribution 
andp = 2 for the space contribution from Eq. (10), and simply 
adding the results as in Eq. (16). For hybrid methods that shift 
locally to two-point upstream differencing for large cell Re, 
the conservative p = 1 must be used. For methods which use 
higher order stericils for advection than for diffusion, the error 
will be dominated asymptotically by the lower order term. For 
example, for solutions calculated by Leonard's ULTIMATE 
method (Leonard, 1991) which is third order for advection, 
the GCI would have to be reported conservatively using p = 
2 in Eq. (10) or (14). 

Non-Cartesian Grids, Boundary Fitted Grids, Unstruc
tured Grids, Adaptive Grids 

The procedures for calculating GCI definitely apply to non-
cartesian grids, with special considerations and caveats. 

The Taylor series basis of Richardson Extrapolation applies 
to stretched orthogonal and nonorthogonal grids as long as 
the stretching is analytical. It is cleanest to apply in the trans
formed plane (£, ij, f) where r is defined as above. The order 
of the extrapolation accuracy will now be affected by the order 
and iterative convergence of the grid generation equations. 
Shirazi and Truman (1989) found a surprising sensitivity of 
the error estimates to discretization of metrics and Jacobians, 
and to incomplete iterative convergence. For another example, 
if strong exponential source terms are used (e.g., near trailing 
edges of airfoils) which depend strongly on h (e.g., see Thomp
son et al., 1985) then a refined-grid generation will pollute the 
Richardson Extrapolation. 

However, even if the grid generation equations are not con
verged, making the actual Richardson Extrapolation less de
pendable, it is still recommended that the proposed uniform 
GCI be reported rather than the simple raw data of e. 

Solution-adaptive grid generation codes may have their own 
internal local error estimators. More often, solution adaptive 
grid generation of the redistribution or enrichment types 
(Thompson et al., 1985; Knupp and Steinberg, 1993) is not 
based on any error estimator but on solution behavior (gra
dient, curvature, or simply resolution requirement) which is 
only loosely related to local error (which in turn is very loosely 
related to the global error of interest herein). In such a case, 
the GCI reporting procedure recommended herein can be ap
plicable if the solution-adaptive procedure is used only to ob
tain the base grid solution. This grid can then be changed 
nonadaptively, perhaps refined by a higher-order interpolation 
or coarsened by simply removing every other point as in Zingg 
(1993) and the GCI of Eqs. (10) or (14) applied to this new 
grid. However, practical coding difficulties exist for time-
dependent solution-adaptive grids, and it is not clear how to 
perform meaningful global error estimation nor uniform grid 
convergence reporting in this important situation. (See also 
remarks on unstructured grids below.) 

Another difficulty occurs for unstructured grids. If the base 
grid is unstructured, the GCI procedure would still apply if 
one used a systematic method of grid refinement or coarsening, 
e.g., refining each base grid triangle into four new triangles 
gives r = 2 for use in Eq. (10). However, if the coarsening/ 
refinement is also unstructured, as occurs in some algorithms 
and in user-interactive grid generation codes, there is no sys
tematic and quantifiable grid refinement index like r to use in 
Eq. (10). Such grid refinement FEM studies are customarily 
reported simply in terms of the total number of elements used 
in the coarse (N2) and fine (N{) grids. Use in Eq. (10) of an 

effective r= (Nl/N2)l/D, (17) 
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where D is the dimensionality of the problem, and reporting 
the GCI is clearly preferable to simply reporting e. But it does 
not have the firm basis of a structured grid refinement, and 
may significantly underestimate or overestimate the accuracy, 
depending on whether the grid refinement algorithm (or the 
intuition of the interactive user) refined the grid in the critical 
areas or not. 

For unstructured grid refinement and (structured or unstruc
tured) grid adaption, 1 suppose it should be the burden of the 
algorithm developer to convince the reader /user that the local 
grid adaptivity process (sometimes based on a local error es
timator) can be usefully correlated with a meaningful engi
neering global error estimate, which is the real interest. This 
is very difficult to accomplish convincingly for any problem 
which a fluid dynamicist would consider non-trivial (mainly 
because local truncation errors are advected downstream) but 
it can be done; see Schonauer et al., 1981). 

Shocks, Discontinuities, Singularities 
In both his 1910 and 1927 papers, Richardson already con

sidered the effect of singularities on the extrapolation proce
dure. These cases must be considered individually. If the form 
of the singularity is known a priori, it may be removed ana
lytically. If unknown, its presence may be detected by checking 
to see if the asymptotic range has been reached (see below). 
Shocks and other discontinuities (e.g., contact surfaces) in
validate the Taylor series basis of Richardson Extrapolation, 
but unless the flow contains large numbers of complex shock 
patterns, the GCI procedure herein would still seem to have 
validity and be recommended. As pointed out by Ferziger 
(1993), a more appropriate error measure here might be the 
shock position. (Further experience with complex shocked flows 
is needed.) 

Note also that Blottner (1990) has shown how the concept 
of Richardson Extrapolation can be applied to systematically 
estimating the error due to artificial dissipation terms used in 
hypersonic shock calculations. The contribution of these terms 
to the proposed GCI must also be calculated orthogonally to 
the other terms. If these terms are not estimated separately, 
the grid convergence tests will be polluted, since the (nonlinear) 
shock dissipation terms depend on h, and therefore the con
tinuum problem being approximated changes from grid to grid. 
See also Kuruvila and Anderson (1985). (This is the same 
difficulty that can appear with grid generation equations, noted 
above.) 

Also, the theory of Richardson Extrapolation is not appli
cable to nonlinear flux limiters, but again we expect these to 
be local applications, and still recommend the reporting of 
GCI over simply reporting the raw data for e, but also rec
ommend more detailed investigation, e.g., perhaps 3 grids (see 
below). The point is that the presence of shocks, other dis
continuities or singularities can complicate grid convergence 
studies whether or not the proposed GCI is used for reporting 
the results, so these complications do not constitute a criticism 
of the proposed GCI. 

Achieving the Asymptotic Range 
The theory of Richardson Extrapolation, and therefore of 

the proposed Grid Convergence Index, depends on the as
sumption that the Taylor series expansion (or at least, the 
definition of the order of the discretization implied by Eq. (4)) 
is valid asymptotically, and that the two grids are within the 
asymptotic range. For smooth elliptic problems, this is easy 
to achieve. (A second-order accurate discretization of a Laplace 
equation with smooth boundary values is well behaved over 
virtually all discretizations.) For Reynolds numbers » 1 , it is 
more problematic, and more than two grid solutions are re
quired. The methodology proposed herein does allow for de

tecting this situation in a straightforward manner, provided 
that the order of the method, p, is uniform. 

If an exact solution is known to a model problem, we can 
monitor 

£„ = error//!" (18) 

as h is refined. Then the (approximate) constancy of Ep is a 
faithful verification of the order p and an indication that the 
asymptotic range is achieved (e.g., see Richardson, 1927; Stein
berg and Roache, 1985; Roache et al., 1990; Blottner, 1990; 
Roache and Knupp, 1993). In the practical case wherein the 
exact solution is not known, we perform at least three grid 
solutions and calculate two GCI, from fine grid to intermediate 
(GCI12) and from intermediate to coarse grid (GCI23). Then 
the (approximate) constancy of Ep — GCI/(3/2p), or 

GCI23«/J,GCI,3 (19) 
indicates that the asymptotic range is achieved. 

This indication that the asymptotic range has been achieved 
is usually faithful, in the author's experience (Roache, 1982; 
Roache et al., 1990; Roache and Knupp, 1993). But an ex
ception (and unfortunately, an important one) occurs in prob
lems with multiple scales of solution variation wherein a finer 
scale of the problem variation has been completely missed in 
the grid refinements. For example, in dual-continuum models 
of transport in porous media (WIPP PA Dept., 1992) the time 
scale for diffusion and storage in the material matrix blocks 
may be orders of magnitude less than the time scale for es
sentially advective transport in the fracture system. Time-step 
refinement may indicate no substantial change in the results 
(i.e., a false indication of convergence) if the time step is of 
the order of the advective time scale. Similar situations occur 
in turbulent boundary layer studies where some minimal vis
cous sublayer resolution is required (see Wilcox, 1993; Shirazi 
and Truman, 1989) and in chemically reacting flows which can 
have more time scales than species. Adaptive ODE solvers are 
good at detecting multiple time scales, but in multidimensional 
flows, at present there seems to be no substitute for an in
dependent estimate (from theory or experiment) of the physical 
scales of interest. 

Since so many authors are reluctant to perform even the 
most minimal grid convergence tests with two grids (Roache, 
et al., 1986; Roache, 1990), it may seem scrupulous to rec
ommend three grids as a matter of course. In fact, it is required 
to be sure that the calculations are in the asymptotic range, if 
this is not already inferred from experience with a "nearby" 
calculation as in, e.g., Nguyen and Maclaine-Cross (1988) or 
Blottner (1990). But the presently proposed GCI is an easier 
improvement over the simplistic reporting of raw data on e. 

G. de Vahl Davis (1983), in his classic benchmark calcula
tions of a buoyancy-driven cavity, indicated local convergence 
rates of less than first order for the relatively coarse grids used, 
even though the method was asymptotically second-order ac
curate. In the absence of such meticulous work as that of de 
Vahl Davis, the reporting of a GCI based on the assumed p 
= 2 would be preferable to simplistic reporting the raw data 
of e, but if there is any indication of less-than-theoretical con
vergence rates, the more conservative estimate with GCI eval
uated from Eq. (10) or (14) using p = 1 should be reported. 

Method of Characteristics and Spectral Methods 
It is not clear how or if the proposed GCI would be applicable 

to calculations obtained by the classic method of character
istics, as used in gas dynamics, because of the possibly dis
continuous solutions and the irregular gridding. The various 
Modified Method of Characteristics (e.g., see references in 
Roache, 1992b) will produce more systematic grid refinement, 
but the concept of "order" is more tenuous for the Flux-Based 
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MMOC (as evidenced by the fact that the accuracy improves 
as the Courant number increases above 1), and the GCI may 
not be applicable. Similarly, for spectral and pseudo-spectral 
methods, and certainly for spectral elements, different ex
trapolation procedures would be required. It is not known at 
this time how well the GCI would apply or could be extended. 

Nonsmooth Property Variation 
In aerodynamics problems, one typically deals with smooth 

property variations over modest ranges, if not with constant 
property problems. In groundwater flow and transport cal
culations, uncertainty is much greater, and sensitivity studies 
are often performed with Monte Carlo techniques used to 
generate property variations of orders of magnitude, even from 
one grid block (finite volume) to the next (WIPP PA Dept., 
1992). Geologic layering produces discontinuous variations in 
properties of several orders of magnitude. 

In these situations, it is not advisable to use noninteger grid 
refinement parameters r, because additional errors would be 
introduced by interpolation of properties. This confusion would 
be aggravated by the common use of harmonic averaging for 
properties (e.g., Roache, 1991, 1992A, 1993). Likewise, grid 
coarsening is not advisable if a coarsened grid would not resolve 
the scale of the property variations (often the case for expensive 
two-phase flow calculations, e.g., WIPP PA Dept., 1992). The 
only approach applicable is a brute-force grid refinement by 
a factor of 2, which avoids any necessity for interpolation of 
properties. 

The GCI proposed herein still has two contributions to such 
problems, (a) in including the effect of the order of the method 
p in Eq. (10), and (b) in economizing a consistent treatment 
of further grid refinement. That is, a third grid (second re
finement) need not involve the expense of another grid dou
bling (to a quadrupling of the base grid resolution) but can be 
done on a tripled grid, and reported consistently with the 
proposed GCI. The difference in computer time between cal
culating the sequence (base k0, l/2/z0, 1 /4A0) and the sequence 
(base h0, l/2h0, l/3h0) can be significant. Consider an optimal 
method with base-case computer time = T2 in 2-D and T3 in 
3-D, and time-step resolution increased in proportion to the 
spatial grid resolution. The quadrupling sequence costs 73T2 
in 2-D while the tripling sequence costs 367,

2; in 3-D, the costs 
are 273T3 and 9873, respectively. The savings of a factor of 2 
in 2D and somewhat less than 3 in 3D will be greatly amplified 
if suboptimal direct solution methods are used (WIPP PA, 
1992). 

A more fundamental question arises when geostatistical 
methods are used to generate particular realizations of grid-
block property variations with specified statistical parameters. 
Only the statistical results are of interest, not the solutions of 
the individual realizations. The question is then, should the 
grid refinement studies be performed separately from the geo
statistical realizations? That is, should the solution of the par
tial differential equations be converged on finer grids with the 
assumed continuum property variation fixed at a geostatisti-
cally generated coarse-grid distribution, or should the geo
statistical generation also change as the grid is refined? This 
is not a trivial question, and although definition of a fixed 
continuum problem for the grid refinement studies is concep
tually easier, it is clear that substantial computer savings could 
accrue to the combined convergence approach. In either case, 
the grid increments should be less than (be able to partially 
resolve) the correlation length of the property variation. 

Example 
A reviewer has requested a simple example of the calculation 

of a Grid Convergence Index. I choose the easily reproduced 
case of a steady-state Burger's equation 

-uux+uxx/Ke = 0, w(0) = l, M(1) = 0 (20) 
for Re = 1000 solved with second-order centered differences 
on a uniform grid, and evaluate the quantity/ = du/dx at x 
= 1. Using a fine grid calculation with 2000 cells, we obtain 

/i = -529.41. Then we coarsen the grid to 1600 cells (r = 
1.25) and obtain/2 = -544.48. The quantity typically reported 
(from Eq. (7)) would be lei = 100 percent • (f2 - / ) / / i = 
2.85 percent. The factor (/" - 1) is (1.252 - 1) = 0.5625. 
The magnitude .of the Richardson Extrapolation error esti
mator for the fine grid solution from Eq. (6) is IE, I = lei/ 
(rp - 1) = 2.85 percent/0.5625 = 5.07 percent. The fine grid 
value of the Grid Convergence Index from Eq. (10) is GCI[fine 
grid] = 3lel/(r" - 1) = 3 • 2.85 percent/0.5625 = 15.20 
percent. Comparison with the exact solution/exact = - 500.00 
indicates that the exact magnitude of the fine-grid error A \ is 
100 percent • l(/2 - /exact)//exact I = 100 percent • 1-529.41 
+ 500.001/500.00 = 5.88 percent. As is typical, the Richard
son Extrapolation error estimator Et is not conservative (5.07 
< 5.88 percent), whereas the GCI is conservative and quite 
so (15.20 > 5.88 percent), in the spirit of a 2<r error band. 

If the coarse grid solution (or the coarse grid solution to a 
nearby problem) were to be used, the Richardson Extrapolation 
error estimator would be increased to l ^ l + lei = 5.07 + 
2.85 percent = 7.92 percent. The GCI would be increased by 
3lei as in Eq. (15b) to GCI[coarse grid] = 15.20 + 3 • 2.85 
percent = 23.75 percent. The actual magnitude of the coarse 
grid error is 100 percent • l(/2 - /eXact)//exact I = 100 percent 
. 1-544.48 + 500.001/500.00 = 8.90 percent. Again, the 
Richardson Extrapolation error estimator El is not conserv
ative for the coarse grid (7.92 < 8.90 percent), whereas the 
GCI is conservative (23.75 > 8.90 percent). 

Conclusion 
The quantification of uncertainty in CFD publications has 

been noticeably improving, with minimal grid refinement stud
ies becoming more common. Unfortunately, it has not always 
been possible to uniformly interpret these studies. 

In this paper, it has been proposed that the results of sys
tematic grid refinement studies be uniformly reported using 
the Grid Convergence Index of Eq. (10) or (14), which is based 
upon a grid refinement error estimator derived from the theory 
of the generalized Richardson Extrapolation. While not an
swering all questions involved with verification of a calcula
tion, this proposed method at least enforces some uniformity 
in the reporting and is based upon an objective asymptotic 
estimate of the grid convergence error, although the GCI is 
not a true error bound. 

Since the GCI will often be less optimistic than the simplistic 
e of Eq. (7), especially for the all-too-popular first-order meth
ods, some reluctance of authors may be anticipated. Fortu
nately, the formulas are simple enough to be applied a posteriori 
by editors and reviewers. It is urged that they do so in the 
review process to continue improving the quality of CFD pa
pers. To quote Ferziger (1993), " . . . the frequently heard ar
gument 'any solution is better than none' can be dangerous in 
the extreme. The greatest disaster one can encounter in com
putation is not instability or lack of convergence but results 
that are simultaneously good enough to be believable but bad 
enough to cause trouble." 
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A Correction Formula for Wall 
Effects on Unsteady Forces of 
Two-Dimensional Bluff Bodies 
In wind tunnel studies on the flow around bluff bodies accompanying a large 
separated wake, the walls of the test section severely effect the flow characteristics 
around them. Proposed in this paper is a correction formula for the wall effects 
upon two-dimensional (2-D) unsteady separated flow of incompressible fluid around 
bluff bodies. The proposed formula is derived from numerical results with the discrete 
vortex method on 2-D separated flows around an inclined flat plate, a square cylinder, 
and also an elliptic cylinder located between two parallel walls. It is found that the 
present correction formula estimates reasonably well the wall effects upon the mean 
and fluctuating force coefficients over a wide range of blockage ratio and angle of 
attack through comparing the present calculated results with numerous experimental 
ones by several authors. 

Introduction 
Extensive analytical and experimental investigations have 

been carried out on the flow around airfoils and other bodies 
in wind or water tunnels. Examples include not only airfoils, 
airplanes, and fluid machines, but also road vehicles such as 
automobiles, high speed trains, bridges, and buildings. In the 
development of compact and high-speed machines of light 
weight, their unsteady flow features are very important items 
requiring clarification. 

Wind tunnel walls cause two effects upon the flow around 
bodies tested therein. The first is the confinement effect. That 
is, the tunnel walls prohibit the extension of streamlines around 
the body resulting in an increase of local flow velocity. Ac
cordingly, the force coefficient and the Strouhal number be
come greater than those in an unbounded flow. The second is 
the displacement effect due to the boundary layers developing 
on the walls. In general, however, the displacement effect is 
assumed to be smaller than the confinement effect since the 
boundary layer is thin at high Reynolds number. In experiments 
at very low Reynolds number, on the other hand, the con
finement effect is smaller than the displacement effect. 

Regarding the separated flow around bluff bodies forming 
the vortex street downstream of them, it has been shown that 
the Strouhal number and the force acting on the bodies in 
confined flow are greater than those in an unbounded flow 
due to an increase of vorticity in the separated shear layer. 
The wall effects on the flow around bluff bodies are essentially 
greater and more significant than on streamlined bodies with
out flow separation. Accordingly, it is of great worth to pro
pose a correction formula for the wall effects upon the unsteady 
separated flow around bluff bodies in the wind tunnel. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 27, 1992; revised manuscript received June 6, 1994. Associate Technical 
Editor: Ho, Chih-Ming. 

There have been numerous theoretical and empirical cor
rection formulae on the wall effects. Among others, Maskell 
(1963) proposed a correction formula upon the mean base 
pressure and drag coefficients by applying a free streamline 
theory. In addition, several correction equations have been 
reported based on Maskell's method. Modi and El-Sherbiny 
(1973), Ranga Raju and Singh (1976), and Courchesne and 
Laneville (1979) published different empirical correction for
mulas based on experimental data for a square cylinder and a 
circular cylinder, respectively, for the wall effects depend on 
both the model shape and the angle of attack. The previous 
correction formulas, however, have not considered the effects 
upon the unsteady flow characteristics originated from the 
vortex shedding behind the body; the Strouhal number is an 
exception. 

We have proposed a discrete vortex method combined with 
an image method, and have applied it to the 2-D unsteady flow 
of incompressible fluid around an inclined flat plate, a square 
cylinder, and an elliptic cylinder located between two parallel 
walls (Ota and Okamoto, 1990a and 1990b; Ota et al., 1990). 
Numerical results obtained demonstrate that the mean and 
fluctuating pressure distributions and the force coefficients are 
in qualitatively good agreement with the existing experimental 
data. The purpose of the present study is to propose a cor
rection formula of the 2-D wall effects upon not only the mean 
forces, but also the fluctuating forces and the Strouhal number 
based on the numerical results obtained in our previous the
oretical works. 

Discrete Vortex Method 
The discrete vortex method is well known (Sarpkaya, 1989) 

as an effective method for analyzing unsteady separated flow 
at high Reynolds numbers around bluff bodies by approxi-
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Fig. 1 Flow configuration and physical parameters 

mating the separated shear layer by a discretized vortex fila
ment. This method is suitable for simulating the unsteady flow 
accompanying the vortex shedding downstream of the body 
with a short calculation time, and has the capability of ob
taining such characteristic data as the mean and fluctuating 
forces acting on the body and the pressure and velocity fields 
around it. Accordingly, this method has been applied to many 
flow configurations, and numerous papers have been published 
illustrating the results. Essentials of this method and extensive 
numbers of existing papers were comprehensively reviewed by 
Sarpkaya (1989). 

A surface vorticity technique was presented to model the 2-
D unsteady separated flow past bluff bodies of arbitrary shape 
by Lewis (1981) and Sakata et al. (1983). We have proposed 
a method to simulate the 2-D unsteady separated flow of in
compressible fluid around bluff bodies of arbitrary shape lo
cated between two parallel walls by combining the surface 
vorticity technique with the image method (Ota and Okamoto, 
1990a and 1990b; Ota et al., 1990). An inclined flat plate, a 
square cylinder, and an elliptic cylinder have been analyzed in 
their papers. Figure 1 shows the flow configuration treated 
and important physical parameters. Details of the analytical 
procedure have already been described therein. Accordingly, 
their details are deleted in this paper. Several points to be 
noticed are as follows: 

• Body-surface and separated shear layers are discretized by 
vortex filaments. 

• Image vortex filaments are introduced to simulate two 
parallel walls. 

• A viscous core is introduced into the center of the vortex 
filament in order to eliminate an unreliable induced ve
locity when two vortices approach each other. 

9 After vortices move far downstream, they are replaced by 
one equivalent vortex. 

• The vortex-shedding time interval under wall confinement 
is determined from 

AT=ATa(l-hp/h) (1) 

where ATa is the vortex-shedding interval in an unbounded 
flow. Such a time interval brings about no essential var
iation of the distance between two neighboring vortices 
shed from the body even under wall confinement. 

9 The force acting on the body is calculated from the Blasius 
formula extended to unsteady flow (Imai, 1974). 

Detailed numerical procedures are described by Okamoto 
(1990), Numerical calculations were made on flows over var
ious geometries of the body: an inclined flat plate (Ota and 
Okamoto, 1990a), a square cylinder (Ota and Okamoto, 1990b), 
and an elliptic cylinder (Ota et al., 1990). The angle of attack 
and the blockage ratio were varied over a wide range. It is 
clearly shown in those papers that the present method quali
tatively simulates the instantaneous and time-averaged flow 
patterns around the bluff bodies, such as the formation of the 
vortex sheet and the mean and fluctuating pressure fields in 
the near wake. 

Correction Formula 
Several correction formulae of the wall effects upon the flow 

around bodies have been proposed. Most of them, however, 
are mainly concerned with only the steady flow features. Among 
others, Maskell's theory (1963) is well known as the correction 
formula for the mean drag and base pressure coefficients of 
the separated flow around bluff bodies. In his theory, the walls 
of the wind tunnel are assumed to simply increase the oncoming 
flow velocity. The profile of surface pressure is considered not 
to vary with the blockage ratio. The following equation was 
obtained for the mean-drag coefficient by applying the mo
mentum balance between the upstream uniform flow and the 
downstream wake: 

Ci>/Ci,a --{\-Cpb)/k
2
c=\+(hp/h)/(k2

c- 1) (2) 

It has been determined, however, in previous studies (West 
and Apelt, 1982; Ayukawa et al., 1985) that this correction 
formula may not be applicable to a blockage ratio greater than 
approximately 0.1. In addition, the factor kc varies with the 
body shape and the angle of attack. Several modified correction 
formulae have been reported (Fackrell, 1975; Modi and El-
Sherbiny, 1977). Furthermore, there are numerous correction 
formulae based upon the experimental data. Among others, 
representative examples are summarized in the following. 

The correction formula by Modi and El-Sherbiny (1973) is 

CD/CDm = 1 + Y^AACohp/h)' 

That by Ranga Raju and Singh (1976) is 
CDa>/CD = (\-hp/hf 

Courchesne and Laneville (1979) proposed 
CDa,/CD=l-£hp/h 

(3) 

(4) 

(5) 

CD/CDa=l+Khp/h (6) 
In these equations, Ah N, £, and K are empirical constants, 
respectively. Equations (4) and (6) may be regarded as the same 
as Eq. (5) when the blockage ratio is small. It is found that 
Eq. (6) overestimates the correction in the case of a large 
blockage ratio (Courchesne and Laneville, 1979). 

In this paper a new correction formula is proposed by ana
lyzing minutely our previous numerical results on an inclined 
flat plate (Ota and Okamoto, 1990a), a square cylinder (Ota 
and Okamoto, 1990b), and an elliptic cylinder (Ota et al., 
1990). In the present study, the correction formula Eq. (5) is 
employed as a base not only for the mean force coefficients, 

Nomenclature 
2a, 2b = long and short axis lengths 

of elliptic cylinder 
CD, CI = drag and lift coefficients 

d = reference length in St 
h = tunnel height 

hp = projected height of body 

St = Strouhal number = fd/U^ 
a = angle of attack 
£F = correction factor 

Superscripts 
mean value 

' = rms value of fluctuation 

Subscript 
oo = value in an unbounded 

flow (hp/h = 0) 
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Fig. 2 Comparison of correction formula with numerical results for 
C'L for an elliptic cylinder, a = 60 deg 

but also for the Strouhal number and the fluctuating force 
coefficients. That is, 

CF=CFJ(\-^Fhp/h) (7) 
where CF means the coefficient of F, ^ t h e correction factor, 
and the subscript oo the value in an unbounded flow. The 
superscripts ~ and ' shown later define the time averaged and 
rms values of fluctuating force coefficients. CF„ and %F are 
determined by applying the method of least squares to curve 
fit the numerical data obtained in the analyses. 

A representative example of the results is shown in Fig. 2 
for C'L of elliptic cylinders of various axis ratios at a = 60 deg. 
Included in the figure is the correction formula for C'L obtained 
by the method of least squares. A difference of the cylinder 
axis ratio results in no essential variation, though some scatter, 
approximately 30 percent, can be detected. In the case of the 
elliptic cylinder, the numerical calculations were conducted on 
.four cylinder axis ratios, say <Va = 0.333, 0.6, 0.8, and 1.0. 
The axis ratio 1.0 naturally means the circular cylinder. It is 
found that the mean and rms fluctuating force coefficients 
show no great change with the cylinder axis ratio. Accordingly, 
the correction formulae presented in this paper are applicable 
to the elliptic cylinder of axis ratio from 0.333 to 1.0. 

Table 1 summarizes the correction factors of the mean and 
rms fluctuating force coefficients and the Strouhal number for 
the inclined flat plate, the square cylinder, and the elliptic 
cylinder. In the case of the inclined flat plate, the correction 
factor of C'L is found to depend upon a. On the other hand, 
it is well known in the square cylinder that the force coefficients 
reach maxima around a — 15 deg. Accordingly, two correction 
factors are separately determined in two regions of a, a < 10 
deg and cv>20 deg. A previous study (Okamoto, 1990) has 
determined that CL of the square cylinder varies in a compli
cated way with a and hp/h. In accordance with suchjacts, the 
present correction procedure was not applied to CL of the 
square cylinder. 

The uncertainty of the numerical results with the discrete 
vortex method depends on several factors such as the size of 
viscous-core vortices, the time interval and the position of 
vortex shedding. Through numerical calculations made under 
several situations, the uncertainty of the present results is es
timated to be about ± 5 percent in the mean force coefficients 
and about ±15 percent in the rms values of fluctuating force 
coefficients. The present correction formulas are derived from 
the numerical results with the discrete vortex method. Ac
cordingly, its limitation of applicability is the same as that of 
the latter. Further, the experimental data shown in the fol
lowing were almost all obtained in the subcritical Reynolds 
number range, where the general flow features exhibits no 

Table 1 

body shape 

inclined plate 

(30° < a < 90°) 

square cylinder 

(a < 10°) 

( a > 20°) 

elliptic cylinder 

(0.333 < 6 / a < 1.0) 

(30° < a < 90°) 

Correction factors for Eq. (7) 

tei 
1.52 

1.44 

1.45 

1.80 

Cc„ 
2.2(1 - Q/TT) 

1.44 

1.33 

1.80 

fe 
1.52 

1.88 

fci. 
2.2(1 - Q/TT) 

1.67 
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1.73 
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Fig. 3 Comparison of CD on a normal flat plate 

essential variation with Reynolds number. Therefore the ef
fective Reynolds number range of the proposed correction 
formulae is in the subcritical one. 

The standard deviation of the present numerical results from 
the correction formulae proposed in the paper is estimated to 
be within about 0.11. Further, that of the previous experi
mental and calculated data by several authors from the cor
rection formulae is evaluated to be within about 0.17. 

Comparison of Proposed Correction Formula with Ex
perimental Data for Various Shapes 

In order to demonstrate the reliability of the proposed cor
rection formulas, comparisons are made with numerous pub
lished experimental data for various shapes. A comprehensive 
survey was made on the experimental and the calculated results. 
Selected as the typical body shape in the present paper is the 
normal flat plate, the square cylinder at a = 0 deg, and the 
circular cylinder. Comparisons are illustrated in Figs. 3 through 
9, where the symbol (E) means the experimental data and (C) 
the calculated ones. Numerous data by several authors are 
included in the figures, but only representative papers are cited 
in the references. A solid line in the figure is the present cor
rection formula, in which the value CFm in an unbounded flow 
(hp/h = 0) is derived from the numerical results by the discrete 
vortex method. A dashed line in the figure is obtained by 
determining the value of CFa from the experimental ones at a 
blockage ratio of hp/h = 0.2. The dashed lines are referred to 
as the semi-empirical formulae. 

Figure 3 represents a comparison for the normal flat plate. 
The present correction formula overestimates the wall effects 
upon Co- It is clear, however, that the semi-empirical correc
tion formula (dashed line) agrees reasonably well with the 
experimental data by several authors. A result by Chein and 
Chung (1988) for hp/h = 0 is obtained with the discrete vortex 
method using the cdnformal mapping. 
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Shown in Figs. 4 through 6 are the results for the square 
cylinder at a = 0 deg. It is found that the present correction 
formula estimates Co very well over a wide range of blockage 
ratio. The present result in an unbounded flow agrees with 
those by Nagano et al. (1981), Sakata et al. (1983), and Davis 
and Moore (1982). Davis et al. (1984) calculated the blockage 
effect by solving the Navier-Stokes equation, but their results 

underestimate the effect, as shown in Fig. 4. The present cor
rection formula can be used to estimate the blockage effect 
upon Co with reasonable reliability, at least, in the range of 
blockage ratio smaller than about 0.2, as shown in Fig. 5. As 
for Ci, the present results are in good agreement with nu
merical ones by Davis et al. (1984), but they seem to under
estimate the wall effect. An increasing rate of the present 
correction formula with the blockage ratio is, however, almost 
equal to the experimental results. Accordingly, the semi-em
pirical formula (dashed line in Fig. 6) estimates reasonably 
well the wall effects and is in good agreement with the existing 
experimental data. 

The results for the circular cylinder are compared n Figs. 7 
through 9. Many papers have been published on the flow 
around the circular cylinder. Figure 7 shows a comparison of 
CD- Several data at hp/h = 0 are obtained by using the discrete 
vortex method (Inamuro and Adachi, 1986; Stansby, 1981) 

, and by solving the Navier-Stokes equation (Song and Yuan, 
1990; Braza et al., 1990). The present correctibnjbrmula is 
found to predict very well the wall effect upon Co up to a 
blockage ratio 0.3. 

On the other hand, there have been little data on CD. Three 
data points by Richter and Naudascher (1976) are shown in 
Fig. 8, and they exhibit a trend quite different from others. 
The present correction formula seems to have a capability for 
reasonably estimating Co, though many additional studies are 
expected. As for C[, the data scatter is not small in either the 
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calculated results or the experimental ones, as shown in Fig. 
9. The estimated results by the present correction formula seem 
to be reliable. Additional experimental data for C'L with high 
accuracy may be expected to be similar to Co-

The Strouhal number is also compared for those three body 
shapes, though their figures are omitted in this paper. The 
present correction formulae overestimates many calculated and 
experimental data, but an increasing rate of St with the block
age ratio is almost equal in both. The semi-empirical correction 
formulae are in very good agreement with numerous experi
mental data for a blockage ratio smaller than about 0.3. 

Concluding Remarks 
A new correction formula is proposed for correcting the wall 

effects upon 2-D unsteady separated flow of incompressible 
fluid around bluff bodies. The proposed formula is derived 
from numerous calculated results with the discrete vortex 
method combined with the image method. A distinctive feature 
of the proposed formula is the capability to estimate the wall 
effects upon the unsteady forces originated from the vortex 
shedding. Flow configurations treated in the paper are an in
clined flat plate, a square cylinder, and an elliptic cylinder. 
The simple correction formula is determined by curve fitting 
with the method of least squares to numerous calculated results 
on the flow configurations noted above. 

The predicted numerical results, including the wall effects, 
are compared in detail with the previous experimental ones. 
The selected body shapes are a normal flat plate, a square 
cylinder at a = 0 deg, and a circular cylinder. It is found from 
detailed comparisons that the proposed formulae estimate 
qualitatively well the wall effects over a wide range of the body 
shape and the blockage ratio. The semi-empirical formulae, 
in which the reference values in an unbounded flow are de

termined from the experimental ones, estimate the wall effects 
quite accurately. 
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A Small Wind Tunnel Significantly 
Improved by a Multi-Purpose, 
Two-Flexible-Wall Test Section 
A small open-return wind tunnel has been renovated to include a longer test section 
with a flexible roof and floor and improved entrance flow quality. The flexible-wall 
test section allows models with up to 30 percent nominal blockage to be tested, 
resulting in a significant increase in the maximum attainable Reynolds numbers. 
Interchangeable rigid side-wall panels allow flexibility of application which is es
sential for a university wind tunnel facility. Configurations have been developed for 
automotive, aerodynamic and atmospheric-boundary-layer testing. Data acquisition 
and wall positioning are at an economical semi-automated level of operation. The 
flexible-wall concept has been well-documented previously, and provides interfer
ence-free data without flow pattern assumptions after a few iterations of the roof 
and floor shape. Representative data are presented for a circular cylinder and an 
airfoil. 

The Original Wind Tunnel 
This paper reviews the renovation of a thirty-year old, open-

return wind tunnel improved by the installation of a new test 
section with a flexible roof and floor. The original wind tunnel, 
shown in Fig. 1(a), consisted of an entrance/contraction sec
tion, a constant-area test section and a diffuser/fan section, 
the tunnel's utility was greatly limited by the small size of the 
test section (610 mm wide by 910 mm high by 1828 mm long). 
In addition, flow quality in the test section was poor as a result 
of an inadequate entrance section which included a honeycomb 
flow-straightener, a single screen and a short (200 mm) settling 
chamber. At the inlet to the test section, the relative turbulence 
intensity was 0.8 percent while the mean velocity varied by ±2 
percent across the test section. These conditions were not ac
ceptable for reportable aerodynamic tests. 

The inadequacy of the original test section geometry was 
clearly demonstrated by Kankainen (1988) in a study involving 
a NACA 64A215 airfoil with a 0.6 m chord. His project was 
the first comprehensive use of the wind tunnel in more than 
ten years and lead to the conclusion that useful aerodynamic 
results could not be obtained without replacement of the test 
section. It was therefore decided that a significantly-longer test 
section which could reduce blockage effects was required. The 
most promising concept appeared to be the design incorpo
rating two flexible walls as defined by Goodyer (1975), and as 
refined by Wolf (1979, 1984, 1988) and by Wolf and Goodyer 
(1988). For testing of two-dimensional airfoil models, Wolf 
(1984) recommended minimum upstream and downstream dis
tances (measured from the airfoil quarter chord point, based 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 4, 1993; revised manuscript received December 7, 1993. Associate Tech
nical Editor: W. S. Saric. 

L£ m 
The Original U of W Wind Tunnel 

Fig. 1 Schematic diagram showing; (a) the original wind tunnel, (b) the 
new University of Waterloo flexible-wall wind tunnel, and (c) interchangeable 
rigid side-wall panels (shown at twice the scale of a and b). 

upon the airfoil chord length, c) of 3.64 c and 5.64 c, respec-
tively. For the 0.6 m airfoil used by Kankainen (1988), this 
recommendation corresponded to a required test section length 
of approximately 5.6 m. 

The Flexible-Wall Wind Tunnel 
Complete descriptions of the selection, design, and con

struction of the new University of Waterloo flexible-wall wind 
tunnel (UWFWWT) are given by Brundrett and Kankainen 
(1991a, 1991b); however, a brief description is given here for 
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completeness. An overall view of the UWFWWT is shown in 
Fig. 1(b). The original entrance/contraction section was re
tained with the addition of a second screen (Brundrett, 1993) 
and an additional 610 mm long settling chamber. These im
provements have reduced the longitudinal turbulence intensity 
at the test entrance to 0 . 1 5 < M ' / £ / < 0 . 2 5 percent over the full 
range of velocity and the mean velocity variation across the 
test section to ±0.5 percent or less. The entrance to the test 
section remains 610 mm wide by 910 mm high with an extended 
length of 6.63 m. Downstream of the test section, the original 
diffuser/fan assembly was retained. With the new configu
ration, speeds of up to 55 m/s can be achieved when the flexible 
roof and floor are streamlined to eliminate blockage effects. 
Speeds of up to 80 m/s have been attained by reducing the 
effective test section area by using the flexible roof and floor 
to form a second contraction at the test section inlet and a 
diffuser at its outlet as shown in Fig. 1(b). 

The flexible roof and floor are constructed from 610 mm 
wide flexible panels of shatter-proof Lexan polycarbonate plas
tic sheets which run the full length of the test section. The roof 
and floor are each manually positioned by 48 pairs of rack 
and pinion jacks which allow the floor to be positioned to 
within 0.1 mm at each jack location. The central 2.39 m of 
each has a thickness of 3.2 mm and 100 mm jack spacings to 
allow maximum practical control of panel flexure. The 2.12 
m ends of the roof and floor have 150 mm jack spacings and 
a thickness of 4.8 mm to maintain constant stiffness. The roof 
and floor are each equipped with seventy 1 mm-diameter static 
pressure taps located along the center line at a spacing of 51 
mm over the central portion and of 152 mm over each end. 
The edges of the roof and floor have inflatable rubber seals 
to prevent leakage during operation, yet allow easy movement 
of the surfaces during positioning. The ends of the roof and 
floor are mounted to full-width sliding plates to accommodate 
changes in length during wall positioning while maintaining 
tangency with the fixed contraction and fixed diffuser. 

The rigid side-walls were designed to be interchangeable and 
were constructed in sections of either 610 mm, 1220 mm, or 
1830 mm-width. These panels consist of 25.4 mm-thick Plex-
iglas or particle board mounted to steel frames to reduce de
flection under suction loads. All of the panels can be reversed 
top to bottom and can be mounted in any location along either 
side of the test section. The panels range in weight from 120 
kg to 200 kg and are bolted to full-length structural planks at 
the top and bottom of the test section. A hand-operated hy
draulic crane is used to support the panels during installation, 
removal, and transport. 

A number of different panel configurations have been con
structed for typical applications (Fig. 1(c)). Two 610 mm panels 
are used to support a two-dimensional circular-cylinder. An
other 610 mm panel has been equipped with a slot and moving 
seal to allow automated two-dimensional traverses of the test 
section at any streamwise location. A set of 1830 mm panels 
has been constructed for two-dimensional airfoil testing, which 
allows variable angle of attack and/or vertical and horizontal 
translation (shown in Fig. 1(b)). Vertical translation of the 
airfoil can be used to prevent wake-interaction with the floor 
boundary layer when testing at high angles of attack (Wolf, 
1984). Another set of panels has been constructed to simulate 
an atmospheric boundary layer for testing of building models. 

The Adaptive Wall Concept 
Adaptive wall wind tunnels control the flow near the test 

section walls so that the boundary conditions conform to those 
which would exist in an infinite flow field. Simulating the 
infinite flow field requires a test section with sufficient length 
to permit the formation of streamlines around the model which 
will not end abruptly at the test section inlet or exit (a length 
of at least 9.28 c as recommended by Wolf, 1984). The pro-

External Imaginary Flow 

Step 1 
Internal Real Flow 

Without Model Installed 

Aerodynamically Straight Wall (ASW) 
External Flow Matches Internal Flow 

With In ternal Boundary Layer Correction 

"~* orCvr"(*^"f:73r^ ^ 
__^__ 'Required 

f Movement 

Step Z 

Determine the V /Requi red Vortex 
Sheet to Match ' O u t s i d e Flow to 
Inside Flow and Compute Wall Movement 
For The Next I terat ion of Wall Position 

Correct Wall \^^y Position Does Not 
Require A Vortex Sheet To Correct The 
Imaginary Flow And The Wall Is Located 
Without Solid Or Wake Blockage Effects 

Fig. 2 Schematic diagram illustrating the iterative wall adjustment 
strategy (WAS) 

cedures used to adapt the walls do not require any knowledge 
of the model shape or the flow field around it. The wall ad
justment strategy (WAS) selected for the UWFWWT is de
scribed in detail, along with complete listings of the software, 
by Wolf and Goodyer (1988), and for this application by Sum
ner and Kankainen (1993). The adaptive wall concept was first 
examined in the 1930s and again in the 1950s but was aban
doned in each case due to the intensive computational task 
(Goodyer, 1975). Modern microcomputers have effectively 
eliminated this computational barrier. 

Wall adjustment strategies calculate new wall positions by 
comparing two measured flow variables. For flexible-wall tun
nels, these variables are usually static pressure and wall slope. 
Variables inside the walls are referred to as real (subscript r), 
while calculated variables outside the walls are referred to as 
imaginary (subscript i). The measured pressures along the roof 
and floor are used to obtain the real velocity field, ur(x), while 
the imaginary flow field, u,(x), is obtained from the previous 
iteration (Fig. 2). Typically, the initial case is aerodynamically-
straight walls, corresponding to the condition which yields zero 
pressure gradient in the streamwise direction. If discrepancies 
occur at any point along the wall between the internal measured 
velocity and external calculated velocities, then the wall does 
not represent a streamline in an infinite flow field. The wall 
shape is then adjusted to eliminate the discrepancy; new wall 
pressure profiles are obtained, and the comparative process is 
repeated. The iterative wall movements are complete when the 
measured internal quantities agree with the calculated external 
values to within the range of experimental error (often deter
mined by the precision to which the wall can be positioned). 

The Wall Adjustment Strategy (WAS) 
A brief review of the wall adjustment strategy is outlined 

below. For a more comprehensive description the reader is 
referred to Wolf and Goodyer (1988). The strategy uses a 
vorticity distribution, T, at the wall to accommodate the ve
locity difference across it during the first unmatched flow 
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Fig. 3 Empty-tunnel roof and floor pressure distributions for aerody-
namically straight walls with the 2-D airfoil test configuration. The max
imum combined uncertainty in Cp is 0.042 with 95 percent confidence. 

iterations (Fig. 2). At each longitudinal jack station at stream-
wise location x, the velocity difference is represented by: 

T(x)=ur(x)~ui(x) (1) 
The required distribution of vorticity induces a normal velocity 
component co(£) at a longitudinal location £. This is approx
imately equal to the sum of the vorticity contributions at each 
x, and is given for small slopes by: 

1 f" Y(x)dx 
",{« = 2ir i-

(2) 

The wall must be adjusted such that the change in the normal 
component of the freestream velocity vr offsets that due to 
vorticity Vj. For freestream velocity U0, the required change in 
wall slope is then given by: 

1 r Y{x)dx 
ax Un 2TT(7„ (*-$) 

(3) 

Integration of the above expression leads to the required wall 
deflection Ay(£). Once the wall is set based on the above A, 
the velocity on either side will change by half of the velocity 
difference from the previous iteration. 

The difference between the real and imaginary pressure coef
ficients (CPr- CPi) is used as a measure of the quality of the 
streamlining process. The average error, E, is defined for the 
roof and floor by the magnitude of this difference averaged 
over all jack stations. Higher values of £ indicate higher load
ing on the respective panel and thus higher flow blockage. 
Lewis (1988) observed that the panels are streamlined and the 
flow can be assumed to be interference-free within experi
mental error when the value of E is less than 0.01 on both 
roof and floor. 

Empty Tunnel Calibration 
Aerodynamically straight walls (ASW) are obtained by di

verging the flexible walls sufficiently to account for boundary 
layer growth on the test section walls and give zero longitudinal 
pressure gradient for a given velocity. The boundary layer 
displacement thickness, 5*, can be calculated from flat plate 
boundary layer theory by assuming a turbulent velocity profile 
with a l/7th power law. Using iterative procedures, the roof 
and floor are positioned at some multiple of 8* to compensate 
for boundary layer growth on the side-walls as well as the roof 
and floor. As an example, Fig. 3 shows ASW pressure profiles 
for the two-dimensional airfoil test configuration described 
later in this paper. For this specific case the flexible roof and 
floor were used to create a contraction at the test section inlet 
and a diffuser at the test section outlet in order to reduce the 
nominal test section dimensions, thereby increasing the max
imum attainable Reynolds number (based on airfoil chord). 
Note that zero pressure gradient over the active length of the 
test section (as indicated in Fig. 3) was achieved by deflecting 
roof and floor by 1.91 5*). 

In the presence of a model, all four walls of the test section 
are subject to significantly different velocities and large pres
sure gradients. Although the pressure gradients can be very 
large on the side-walls, it is the gradients that exist on the roof 
and floor which affect the performance of WAS. In order for 
the assumption of aerodynamically-straight walls to be valid, 
the effect of the longitudinal pressure gradient on the roof and 
floor boundary layer must be accounted for. Hence, the dif
ference A5* between the empty test section 5* and that with 
the model present is used to adjust the wall contours. Values 
for <5* with the model present are satisfactorily predicted using 
the momentum integral equation from boundary layer theory 
(see Schlichting, 1960). 

Model Test Procedure 
Currently, pressure readings for the roof, floor and model 

static pressure taps are measured using a single electronic dif
ferential pressure transducer connected to a series of Scanivalve 
fluid switch wafers. Output from the pressure transducer (and 
other transducers, such as thermocouples and strain gauges) 
is measured using a datalogger and stored on a microcomputer. 
Frequency response is limited by the transducer and the amount 
of connecting tubing. Using the existing arrangement, ap
proximately 10 minutes are required in order to measure the 
static pressure distribution on the roof and floor for input to 
WAS. 

For typical tests with a model installed in the UWFWWT, 
the first iteration from ASW requires approximately 40 minutes 
to manually position the roof and floor. Subsequent iterations 
require only about 15 minutes, since jack movements are only 
small corrections to the previous settings. Final wall positions 
are usually achieved in three iterations, resulting in a total 
required test time of under three hours. Automation of jack 
positioning and an updated pressure measurement system could 
significantly reduce this time, but at considerable expense. 

Representative Circular Cylinder Results 
A circular cylinder with a diameter of 272 mm and a length 

of 610 mm spanning the test section was tested at a Reynolds 
number of 500,000 using various wall-positioning strategies. 
The deflection of the flexible walls is shown in Fig. 4 for each 
of three configurations. 

The first configuration was with aerodynamically-straight 
roof and floor (Fig. 4, STRAIGHT). The dashed line indicates 
the correction required due to the effect of the pressure gradient 
imposed by the presence of the model on the test section bound
ary layer. The second configuration was defined by calculated 
ideal flow streamlines upstream of the cylinder, with an al
lowance for boundary layer growth downstream of the cyl
inder's mean streamwise location (Fig. 4, IDEAL). For the 
final configuration, roof and floor positions were determined 
using the wall adjustment strategy. The final streamlined wall 
shape yielded by WAS is shown in Figure 4 (WAS); again, the 
dashed line indicates the <5* correction required due to pressure 
gradient. 

The distribution of pressure coefficient, Cp, around the cir
cular cylinder was obtained from an array of static pressure 
taps around the perimeter of the cylinder located at mid-span 
(BrundrettandKankainen, 1991a, 1991b). The maximum com
bined uncertainty in Cp was 0.042 with 95 percent certainty. 
This value was dominated by the bias errors associated with 
the calibration of the pressure drop across the wind tunnel 
contraction, which is used to determine the test section dynamic 
pressure. 

Pressure distributions around the circular cylinder using the 
various wall adjustment techniques are shown in Fig. 5. The 
STRAIGHT data showed significant solid and wake blockage 
which persisted for the IDEAL data. Even when the IDEAL 
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Fig. 5 Pressure distributions around a circular cylinder with various 
wall adjustment techniques. The maximum combined uncertainty in Cp 

is 0.042 with 95 percent confidence. 

data were base pressure-corrected in the wake region there was 
still a residual blockage effect from 0 = 30 to 100 deg (6 is 
defined as the angle measured from the stagnation point) that 
resulted in significant error in drag calculated by integrating 
the measured cylinder pressure profile. Only the WAS con
figuration yielded blockage-free results for the range of 6 = 30 
to 110 deg. The base pressure coefficient (over the range of 
6= 100 to 180 deg) was in agreement with available literature 
(ibid.). The resulting profile-integrated drag coefficient of 
CD = 0.366, which does not account for skin friction drag, was 
only 2.7 percent lower than the momentum balance value of 
CD = 0.376 obtained from the wake velocity transverses. If the 
integrated drag coefficient is multiplied by 100/97 is account 
for the 3 percent contribution of skin friction (White, 1986), 
then the value is Co = 0.3746 and is only 0.37 percent less than 
the momentum balance value. This is well within the expected 
experimental error range of ± 2 percent for combined velocity 
and pressure measurements. 

It is interesting to note that the nominal cylinder blockage 
rate of 29.9 percent was successfully accommodated by WAS 
with an 82 mm maximum deflection each of the roof and floor 
(Fig. 4). By comparison, the IDEAL roof and floor positions 

Roof P o s i t i o n ( i n c r e a s i n g a ) 
a = 0 ,3 ,6 .5 ,8° 

o-

F l o o r P o s i t i o n { i n c r e a s i n g a) 

Fig. 6 Roof and floor deflections given by final iteration of the wall 
adjustment strategy for a two-dimensional NACA 64A21S airfoil model 
at several angles of attack (vertical scale exaggerated). Final wall shape 
was repeatable to within ±1 mm at each jack station. 
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Fig. 7 Lift curve data obtained using aerodynamically-straight walls 
versus final adapted walls as compared to data reported by Abbott and 
von Doenhoff (1959). The maximum combined uncertainty in C, is 0.03 
with 95 percent confidence. 

were only moved outward a total of 45 mm each, thereby 
resulting in the observed residual blockage errors. 

Representative Airfoil Results 
A NACA 64A215 profile airfoil was constructed with chord, 

c, and span, b, both equal to 600 mm (Kankainen 1988). In 
order to increase the maximum attainable Reynolds number, 
the nominal vertical dimension, h, of the test section was re
duced to 581 mm. This was accomplished by using the flexible 
roof and floor to define a contraction at the test section inlet 
and a diffuser at the test section exit (Fig. 6). The effective 
test section length was 3750 mm as given by the region of zero 
longitudinal pressure gradient with aerodynamically straight 
walls (Fig. 3). The resulting ratio of c/h was 1.03, which is 
much higher than the recommended solid-wall test section range 
of 0.3 < c/h < 0.4 (Rae and Pope, 1984; and Van den Berg, 
1971). However, a configuration with a c/h of 0.9 has been 
used successfully by Wolf (1984) in a wind tunnel with a flexible 
wall test section. 

The reported tests (Figs. 6,7) were performed with a nominal 
velocity of 65 m/s and a Reynolds number based on airfoil 
chord of 2,500,000. Lift data was obtained by integration of 
the static pressure profiles at 40 stations around the centerline 
of the airfoil. The resulting lift coefficient curve is in excellent 
agreement with data reported by Abbott and von Doenhoff 
(1959) at approximately the same Reynolds number, up to a « 5 
deg. Deviation from the reported lift curve at a>6 deg was 
caused by increasing interaction of the airfoil wake with the 
floor boundary layer, invalidating the assumptions in the WAS 
correction procedures (Fig. 7). It is expected that it will be 
possible to obtain agreement with reported data over the full 
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range of a by translating the airfoil upwards (avoiding wake/ 
boundary layer interaction). 

The final iteration of the roof and floor positions are shown 
in Fig. 6 for several angles of attack (0, 3, 6.5, and 8 deg). 
For each case, final wall shape was repeatable to within ± 1 
mm at each jack station. It is interesting to note that, for a. = 0 
deg both the roof and floor move outward moderately to 
compensate for the airfoil blockage (approximately 15.5 per
cent). However, for a < 3 deg, both the roof and floor move 
upward significantly to accommodate for both blockage and 
circulation effects. 

Additional Applications 
Perhaps the greatest strength of the UWFWWT is its ca

pability of being easily modified for a wide variety of appli
cations. In addition to the tests outlined above, studies have 
been performed on a 3-D aircraft model, tractor/trailer models, 
and a series of building models. 

A six-component NASA-type sting balance assembly has 
been constructed (Fig. 1(c)) to allow testing of an X-29 aircraft 
model in the UWFWWT (Abramian et al., 1991). The objective 
of this test program was to modify the X-29 control surfaces 
and weight distribution sufficiently to obtain an aerodynam-
ically-stable configuration for R/C model applications. For 
this study, the effects of blockage were small (model blockage 
was 3 percent) and were corrected using conventional fixed-
wall techniques (Rae and Pope, 1984). In the future these 
results can be reexamined using the WAS correction proce
dures. 

Studies of conventional and aerodynamic tractor/trailer 
models have been performed using a turntable panel instru
mented with a drag balance (Fig. 1(c)). The frontal area of the 
models was approximately 7.5 percent of the nominal cross 
sectional area of the test section. Blockage effects were min
imized using WAS without correcting for the 3-D nature of 
the flow. For the conventional tractor/trailer model, a drag 
coefficient (based on frontal area) of 0.80 was expected, while 
the measured drag coefficient was 0.796 ±0.015 with 95 percent 
certainty. For comparison, uncorrected results with aerody-
namically straight walls yielded a drag coefficient of 0.88. 

Tests have been performed on a number of building models 
in a simulated atmospheric boundary layer (Tam et al., 1992). 
the thickened boundary layer was produced using a set of 
turbulence-generating spires and roughness elements installed 
on one of the rigid side-walls. Two such side-wall configura
tions, capable of developing boundary layers representative of 
rural and urban conditions, have been constructed based on 
recommendations reported by Irwin (1981). 

Conclusions 
A small open-return wind tunnel has been renovated to in

clude a test section with a flexible roof and floor which con
forms to the recommendations of Wolf (1984). A number of 
different rigid side-wall panels have been developed which 
allow the wind tunnel to be easily adapted to a wide variety 
of applications. The operation of the wind tunnel is at a cost 
effective semi-automated level, consisting of automated data 
acquisition and reduction with manual adjustment of the roof 
and floor and wind tunnel speed. The wall adjustment strategy 
developed by Wolf and Goodyer (1988) has been substantiated 

by airfoil and circular cylinder data which have been shown 
to be essentially free of blockage effects; at present, up to a 
nominal blockage of 30 percent. This has permitted an order-
of-magnitude increase in attainable Reynolds numbers (large 
wind tunnel results) without post-treatment of the data for 
blockage effects. The cost and effort required to modify an 
existing small test section need not be excessive and are well 
justified. 
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Numerical Study on the 
Mechanism of Wind Noise 
Generation About a Car-Like Body 
Three-dimensional flow separation about the sharp-edged front-pillar of a car-like 
body at high cruising speed is numerically studied. A time-dependent and full Navier-
Stokes simulation is carried out for the understanding of mechanism of wind noise 
generation due to the vortical flow motions. The surface pressure fluctuations on 
the front-side window are examined in terms of wind noise, based on a simplified 
Lighthill-Curle's equation. The simulated results are validated regarding the nu
merical grid resolution and assessed by comparison with the conventional acoustic 
theory. The analyses of the simulated flow-field data indicate that there is a strong 
relationship between the vortical motions associated with the flow separation and 
the surf ace pressure fluctuations on the front-side window. The bifurcations of flow 
geometry, such as the breakdown of a separated vortex as well as the vortex-vortex 
interaction, seem to be most strongly related to the production of surf ace pressure 
fluctuations. 

1 Introduction 
As engine, tire, and other automobile noises have been re

duced in these days, the interior noise levels in many cars are 
significantly affected by the wind noise when the cruising speed 
exceeds 100 km/h. It is well known that the surface pressure 
fluctuations on the front-side window of a road vehicle are a 
major source of the wind noise (George, 1990). It is quite 
important to predict the wind noise as well as to understand 
the mechanism of wind noise generation from both an engi
neering and a scientific standpoint. 

There are several methods to predict the spectrum of these 
pressure fluctuations empirically (Chou and George, 1987). 
There are also new techniques to measure the external aero
dynamic noise such as the method using near-field acoustic 
holography (Maynard, 1985). Aside of the experimental tech
niques, there are very few prediction methods available today 
which provide information about the distribution of unsteady 
pressures on the body surface of a road vehicle. 

Experimental measurements are very costly. They require 
the facility free of ambient noise and the instruments capable 
of coping with the high-frequency pressure fluctuations and 
the pure aerodynamic noise (George, 1990). It is also difficult 
to obtain the detailed external flow-field data simultaneously 
with the noise data by means of measurement. Without the 
simultaneous flow-field data and the surface pressure fluctua
tion data (or wind noise data), it is difficult to understand the 
mechanism of wind noise generation. 

Watanabe et al. (1978) experimentally showed a conical flow 
separation structure around the front-pillar (A-pillar) of a rel-
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atively low inclination. They explained that the unsteady pres
sures on the front-side window surface are produced due to 
the existence of a separated vortex. Stapleford et al. (1970) 
showed that the surface pressure spectra about the separated 
vortex core have a much higher hump than those of the sur
roundings, in an experimental study of pressure fluctuations 
on a yawed rectangular-shaped box. Simpson et al. (1987) 
described that the effective pressure fluctuations may be along 
or near the locus of the maximum shear stress position in their 
experimental study of a separating turbulent boundary layer. 

However, when the inclination angle of A-pillar (or the yaw 
angle in the case of rectangular box) becomes large, like in the 
case of large attack-angle of a wing, the flow geometry around 
A-pillar may not be so simple as is shown by Watanabe et al. 
(1987). Infact,Sadakataetal. (1988) showed a sudden increase 
in sound pressure when the inclination angle is over some 
critical angle in their measurement. Although they tried to 
relate the change in sound pressure to a flapping angle of the 
flow separation around the front-pillar, the flow phenomenon 
is not yet well explained. 

The question here is, what is the mechanism of flow pro
ducing the surface pressure fluctuations. Simpson (1989) noted 

• that the large-scale motions produced in the flow separation 
which leads to flapping shear layers around bluff bodies, do 
not contribute so much to the turbulent shear stresses but 
change the mean flow-field and produce the low-frequency 
pressure fluctuations. This kind of pressure fluctuations are 
considered as the dominant sources of aerodynamic noise when 
the Mach number is low enough, such as in the case of a road 
vehicle at high cruising speed. 

The source of aerodynamic sound due to the vortical motion 
is evaluated on the basis of the fluctuation of div (u x to) (Pow-
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ell, 1964; Howe, 1976), a source term of the Poisson equation 
for the Bernoulli-field of incompressible flow. Laufer (1974) 
explained that the noise due to the vortical motion is generated 
by the vortex pairing. Hussain (1983, 1986) argued in his anal
ysis of aerodynamic noise in a circular jet, that the coherent 
structure breakdown process, rather than the vortex sound by 
vortex pairing, is the dominant mechanism of noise generation. 

Both of the vortex pairing and breakdown, as well as flow 
separation, can be considered as a kind of bifurcation or break
down of flow geometry. For low-Mach-number flow, it can 
be assumed that the pressure fluctuations are generated through 
a kind of bifurcation or breakdown of flow geometry. For 
example, the first-order pressure fluctuations may be produced 
by the flow separation itself, a kind of bifurcation of flow 
geometry by the interaction between the mean flow and the 
A-pillar of an automobile. Thus, the drastic increase in SPL 
versus the inclination angle of the A-pillar indicates that there 
is some change in flow geometry. It is essential to elucidate 
this change in flow geometry to understand the aerodynamic 
noise about the A-pillar of a road vehicle. This understanding 
also may be directly of help to understand the mechanism of 
coherent structure in turbulence. 

The objective of this study is to understand the relationship 
between the external flow structure and the surface pressure 
fluctuations with the help of time-dependent and full Navier-
Stokes simulation. In order to simplify the problem, a car-like 
model is designed only employing the fore part with a sharp-
edged front-pillar. The flow separation line is predetermined 
and then there is only one kind of leading-edge type laminar-
flow separation about the A-pillar. 

As discussed by George (1990), at low Mach numbers, the 
dipole source of sound is due to the unsteady pressure and the 
quadrupole is due to the turbulence. The quadrupole strength 
divided by the dipole strength is directly proportional to the 
Mach number squared. For the case of interest in this work, 
the Mach number of a lOOkm/h cruising speed is 0.0857. Then 
the quadrupole strength associated with turbulence is only 
about 0.735 percent of the dipole strength. This is why the 
unsteady pressure is considered as a major sound source of 
the wind noise about the A-pillar of an automobile. Therefore, 
it may be possible to employ a flow model of a incompressible 
Navier-Stokes system (without turbulence model) for the nu
merical simulation of this kind of low-frequency pressure-field 
dominant separating flow. It will be assessed throughout this 
study, that this consideration regarding numerical modeling 
of a separating flow about the front-pillar of a car-like body 
is correct. 

In Section 2, at first, the numerical method used is briefly 
described. The theoretical considerations on the analysis of 
vortical motion related to the wind noise generation are pre
sented. The conditions of simulation are given and the nu
merical grid resolutions are validated through numerical testing. 
In Section 3, the analysis of the numerical results are carried 
out. The surface pressure fluctuation intensity is predicted 
quantitatively by using a simplified formulation of Lighthill-
Curle's equation. The simulated results are assessed by com
parison with the acoustic theory. A sophisticated analysis is 
performed for elucidation of vortical structure related to the 
wind noise generation. The relationships between the coherent 
turbulence structure and the wind noise are discussed and clar
ified. Some concluding remarks are given in Section 4. 

2 Numerical Prediction Method 

2.1 Numerical Method. A well-documented commercial 
code called SCRYU™ (Manual of SCRYU, 1992) is used in 
this study. The incompressible Navier-Stokes equations are 
discretized in the generalized boundary-fitted coordinates sys
tem. A third-order upwind TVD (MUSCL-type) scheme is 
employed for the convection term. It is a time accurate method 

in a MAC-type algorithm. The details of the method are ab
breviated here. The numerical uncertainties will be validated 
and assessed in the subsequent sections. It will be recognized 
that this numerical method is quite accurate and stable for the 
simulation of a separating flow about the sharp-edged front-
pillar of a car-like body. 

2.2 Analysis Method. Since the dipole source due to the 
unsteady pressure is a dominant source of wind noise in this 
study, a simplified Lighthill-Curle's equation (Lighthill, 1951; 
Curie, 1955) is employed as follows to evaluate the surface 
pressure fluctuation intensity. 

A-wc dt 
(Pa) (1) 

where 

Pf-

P 
c 

L0 

surface pressure fluctuation intensity at every 
numerical point £ on the front-side window 
surface dQ; 
simulated unsteady pressure; 
speed of sound; 
characteristic length being set at 1.0. 

Therefore, the pressure fluctuation level (PFL) analogous to 
the sound pressure level (SPL) is defined as follows: 

PFL=10 1og 1 0 (^ j (dB) (2) 

where p0 is the base sound pressure set at 2 x 10 (Pa). The 
total surface pressure fluctuation pjtt over the front-side win
dow surface is calculated by integrating Eq. (1) over the front-
side window as follows: 

Pfi = 7i t PM, t)dS(Z) 
^o •'da 

1 
4ircL0 dt Jda 

p(^,t)dS(i) (Pa) (3) 

In this study,' ' total" means the physical value of an integrated 
one over the front-side window surface while "overall" means 
the physical value level of integrated spectra over Fourier space. 

The algorithm of analysis is as follows: Once the flow fields 
are solved about the car-like body, the time sequences of un
steady pressure at every numerical point on the front-side win
dow are recorded as well as the near-field velocity data. The 
surface pressure fluctuation intensities are calculated from Eq. 
(1) and their PFLs from Eq. (2). By means of the fast Fourier 
transformation (FFT) technique, PFLs are transformed into 
frequency domain and calculated for frequencies correspond
ing to the preferred 1/3-octave band-center frequencies. The 
total surface pressure fluctuation is calculated from Eq. (3) 
and its 1/3-octave power spectrum is calculated by FFT. In 
order to extract the characteristic scale of flow structure, the 
frequency is nondimensionalized in a Strouhal scaling manner 
as follows: 

J Vm 
(4) 

where Vm is the vehicle cruising speed. 
In order to study the vortex structure related to the pro

duction of surface pressure fluctuations, in this paper, the 
vorticity is decomposed into the following two parts as shown 
in Fig. 1. 

The helicity or Lamb scalar: 

Ls = w u (5) 

the inertial vortex force or Lamb vector: 

I , = u x u (6) 

where to is the vorticity vector and u is the velocity vector. The 
swirl angle ^i of the vortex is defined as the angle between the 
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velocity vector and the vorticity vector in order to study the 
evolution of the vortex structure in this study. 

For the incompressible flow, the Poisson equation for the 
Bernoulli quantity can be written into the following form: 

div grad B = 

where 

- div L„ (7) 

1 
B = -pvf+p (8) 

where p is the fluid density, On the body surface, the velocity 
is set at zero so that the pressure is determined by the local 
divergence of inertial vortex force or Lamb vector. The hy
pothesis raised in this study is that the bifurcation of flow 
geometry is represented by the generation of helical vortex 
(longitudinal vortex) which induces the fluctuations of the flow 
fields. This analysis is based on the fact, that when the flow 
over a flat plate with an infinite extension, the turbulence is 
starting to be accompanied by a kind of bifurcation of flow 
structure, i.e., the generation of the streamwise vortex streets 
over the plate. This kind of streamwise vortex streets (corre
sponding to the helicity, i.e., the shear flow corresponding to 
the inertial vortex force), is responsible for the fluctuations of 
the flow field. Therefore, the fluctuations of the flow field 
such as in the case of this study may have the similar mech
anism. 

2.3 Condition of Simulation. Figure 2 is the base car-like 
model and its grid. The full length of this model is 4 m and 
the height is 1.3 m. The front-pillar has a sharp edge, so that 
the separation line is predetermined. The streamwise inclina
tions of the front-pillar 6 are set at 30, 45, 52.5, 60 and 75 
deg. The cruising speeds Vm are set at 75 km/h, 100 km/h and 
150 km/h, which correspond to the Reynolds number at 
5.34x 106, 7.12x 106 and 1.07 x 107, respectively, with the ve
hicle length used as the length scale. The non-slip boundary 
condition of velocity is imposed on the car-body. A uniform 
streamwise velocity of the cruising speed is set at the inflow 
boundary, and the pressure is set at zero at the outer boundary. 

Inertial Vortex Force : 

Lv = co x u 

Fig. 1 

I ^^> Helicity : 
u Ls = co • u 

(O : Vorticity Vector 
U : Velocity Vector 
V> : Swirl Angle 

Decomposition of vorticity component 

Free slip condition is set at the centerline boundary and the 
ground boundary. Open conditions are set at the lateral bound
ary. Since the surface pressure fluctuations due to the flow 
separation are of the most interest and neither the near-field 
nor the far-field acoustic wave equations are being solved in 
this study, the boundary conditions are set only for the un
steady aerodynamic field and may be not so tremendous as in 
the case of direct computation of aerodynamic sound gener
ation (Colonius et a l , 1993). 

The time step is updated when the maximum pressure re
sidual is smaller than 8p=10~5 Pa. The time increment is set 
at 5/= 1 x 10"4 seconds so that the maximum Courant number 
in the calculation is smaller than 0.4. The sampling time is 
about 0.5 or 0.6 seconds for every case. This sampling time 
corresponds to more than 4 dimensionless times and seems to 
be enough for a separation flow about the A-pillar. The com
putation was carried out on CRAY-YMP supercomputer at 
ISUZU Motors, Ltd. Every case of computation took about 
45 hours of CPU time. With the pressure residual criterion 
and time increment, the permissive error for the surface pres
sure fluctuation intensities at every numerical point can be 
calculated from Eqs. (1) and (2) in the following way, 

permissive error = 10 logn 
dp 

4ircp0 5t 
= 1.37 (dB) (9) 

2.4 Numerical Test. It is very important to carry out the 
numerical validation to show the capability of numerical 
method and the accuracy of numerical solution. Grid reso
lution is one of the most important targets in the numerical 
validation. In this study, as shown in Table 1, four grid cases 
are considered regarding the physical case when the A-pillar 
inclination 6 is 30 deg and the cruising speed Vm is 100 km/ 
h. Figure 3 shows the time sequences of the predicted total 
surface pressure fluctuation levels (PFLs) at four grid cases. 
It is obvious that Grid A and B are too coarse to reveal the 
surface pressure fluctuations in time. Figure 4 is the compar
ison of the 1/3-octave total PFL spectra between four grid 
cases. It can be said that the spectra of Grid C and D have 
almost the same behavior especially for the two dominant 
humps over the low-frequency region (for details of these humps 
see next section). The overall values of PFL POA ar»d the relative 
errors eRE between Grid D and others are calculated as shown 
in Table 1. The relative error between Grid D and C is about 
2 percent and the absolute error is 1.095 dB. Compared with 
permissive error of Eq. (9), the absolute error is small. There
fore, Grid C and D may be the smallest grid resolution required 
for the problem of interest here. Hence, in this study, Grid D 

Case 

A 
B 
C 
D 

Table 1 
Grid 

50,430 
91,200 

114,608 
144,652 

Numerical grid resolution 
POA (dB) 

32.880 
38.803 
43.817 
44.912 

POAD-POA (dB) 

12.032 
6.109 
1.095 

6RE (%) 

26.79 
13.60 
2.44 

If 

in' 

Fig. 2 Base car model and grid 
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Total Normalized Pressure Fluctuation (dB) 

(a) Case A 0.0010 

(b) Case B 0.0010 

(c) Case C 0.0010 
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Fig. 3 Numercial grid resolution (1): time sequence of total surface 
pressure fluctuations upon the front-side window of different grid (0 = 30 
deg) 
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Fig. 4 Numerical grid resolution (2): 1/3 octave spectra of predicted 
total surface PFL (0 = 30 deg) 

with the resolution of 144,652 grid points is adopted in all of 
the simulation cases. 

Therefore, for the problem of interest of this study, both 
the numerical method used and the simulation conditions in
cluding grid resolution seem to be well posed. As shown in the 
subsequent sections, the characteristic length-scale of the sep
arated vortices behind the front-pillar, analogue to that of a 
delta-wing (George, 1990), is approximately in unit order com
pared with L0 (Eq. (1)). The simulated results show that those 
separated vortices are resolved by employing Grid D which has 

Total Normalized Pressure Fluctuation 
upon Front Side Window (pa) 
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Fig. 5 Time sequence of total surface pressure fluctuations upon the 
front-side window (0 = 30 deg) 
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Fig. 6 1/3 Octave spectra of predicted total surface PFL (6 = 30 deg) 

been validated in the present section. Furthermore, the di-
mensionless frequencies of most energy-containing flow struc
tures are in the relatively lower region of Fourier space (see 
next section). These frequencies are far smaller than those for 
the equilibrium-range of turbulence represented by the Kol-
mogorov microscale of time r = (v/e)W2 (Tennekes and Lumley, 
1972), where e is the turbulent dissipation rate and v is the 

, kinematic viscosity. 

3 Analysis of Numerical Results 

3.1 For Vehicle Cruising Speed. Figure 5 shows the time 
sequence of predicted total surface pressure fluctuation levels 
(PFLs) at three cruising speeds when the front-pillar inclination 
6 is 30 deg. It indicates that the pressure fluctuation levels over 
the panel increase as the cruising speed is increased. Figure 6 
is the comparison of the 1/3-octave total PFL spectra between 
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Fig. 9 Overall surface pressure fluctuation intensity upon the front-
Fig. 7 Over-all predicted surface PFL versus vehicle cruising speed side window (6 = 30 deg) 
(9 = 30 deg) 

(a): Vm = 75km/h 

(b): Vm = 

(a)f= 0.904 

(c): Vm = 150km/h 

Fig. 8 Time-averaged surface pressure distribution upon the front-side 
window (6 = 30 deg) 

three cruising speeds. It is obvious that the spectra of these 
three cases have a similarity of phase coherence when the 
frequency is nondimensionalized in a Strouhal scaling manner, 
indicating that there are coherent structures when the front-
pillar inclination 0 is 30 deg. The humps of spectra correspond 
to the characteristic scales of flow structure about the front-
pillar. The dimensionless frequencies of first two humps is 
0.904 and 4.352. Table 2 shows the actual frequencies of these 
two humps at different cruising speeds, respectively. It is noted 
that the second hump seems to correspond mostly to the wind 
noise generation when the cruising speed exceeds 100 km/h in 
this case. It is also very interesting to note that the first hump 

(£)/= 4.532 

Fig. 10 Surface pressure fluctuations upon the front-side window at 
7= 0.904 and f= 4.532 (Vm=100 km/h, 0 = 30 deg) 

does not change much except when Vm= 150 (km/h). But the 
second hump increases with the increase of cruising speed. By 
integrating the spectra of Fig. 6, as shown in Fig. 7, one can 
find that the simulated results reveal fairly well the dependency 
of the over-all pressure fluctuation level upon the sixth power-
law of vehicle cruising speed, i.e., the acoustic theory of dipole 
sound source. Therefore, the numerical results in this study 
can be used for the analysis of flow separation related to the 
wind noise generation. 

The simulated time-averaged pressure contour maps on the 
panel at the three cruising speeds (0 = 30 deg) are shown in 
Fig. 8. The pressure distribution has almost the same pattern 
for these three cases at different cruising speeds. The over-all 
PFL intensity distribution on the panel is shown in Fig. 9. One 
can find that the PFL intensities about the roof-side window 
junction increase much more significantly than those behind 
the front-pillar. The difference of strongest intensity at these 
two places is 5 dB at 75 km/h, 15 dB at 100 km/h and almost 
30 dB at 150 km/h, while the maximum pressure fluctuation 
behind the front-pillar stays at about 60 dB to 65 dB. Therefore, 
these two kinds of sources show a different dependence on the 
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AA sec

Stagnation line

Fig. 11 Iso·hellcily surface contour about the front·pillar (0 = 30 deg)
with the schematic of flow field behind A·pillar (Watanabe et al., 1978)

(a) 0 = 30.0 deg

(b) 0 = 45.0 deg

Fig. 12 Comparison of streamlines on the front·side window surface
between the numerical simulation and the visualization experiment

cruising speed and hence may have resulted from a different
kind of flow structure. Figure 10 is the pressure fluctuation
intensity distribution over the panel at dimensionless frequency
1=0.904 and at 1=4.352, respectively. It can be found that
there are different flow structures at the different frequency
humps of the spectrum, that is, the first hump is related to
the flow separation from the sharp-edged front-pillar and the
flow reattachment on the panel while the second hump is re
lated to the interaction of separated vortices at the roof-side
window junction.

In order to clarify the flow structure about the front-pillar
associated with the generation of pressure fluctuations, the iso
helicity contour surface about the front-pillar is shown in Fig.
11, where the red portion denotes the positive value and the
blue denotes the negative one. The positive helicity corresponds
to the separated vortex core and the negative one is generated
by another flow separation of the growing-up flow at the roof
side window junction corner. It is very interesting to note that,
when the proper values of the helicity contour are chosen, they
exhibit a very distinct overlapping in the region where the
pressure fluctuation levels are large. This means that the three
dimensional helicity contour shows a quite distinct conical

Journal of Fluids Engineering

vortex structure of separation from the sharp-edged front
pillar, similar to the case shown by Watanabe et aI. (1978).
Therefore, it is clear that the first hump is related to the flow
separation while the second hump is related to the vortex-vortex
interaction between the vortices with opposite signs, that is, a
kind of vortex pairing at the roof-side window junction corner.

3.2 For the Front-Pillar Inclination. The comparisons of
time-averaged velocity vector at the first grid points from the
body surface and the visualization measurement by means of
an oil film are shown in Fig. 12. Experiments are carried out
by using 1/5 scale models of those in the computation for three
inclination angles. The streamwise speed is 30 m/s (108 km/
h) which corresponds to the Reynolds number of 1.54 x 106

•

Although the Reynolds number is different between the com
putation and the experiment, the directions of the simulated
velocity vector show fairly good agreement with the experi
ment. This means that the reattachment line is quite well pre
dicted in the computation, while the separation line is known
to occur at the sharp edge of the front-pillar. There are stag
nations of flow in the vicinity of the roof-side pillar corner
especially in the case at 60 deg, indicating that there is a com-
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Fig. 14 1/3 octave spectra of predicted surface PFL (Vm = 100 km/h) 

plicated flow structure associated with three-dimensional flow 
separation. The simulated streamlines about the front-pillar 
in three cases of inclination angle, 30 deg, 45 deg, and 60 
degrees are shown in Fig. 13. It is worth mentioning that the 
streamlines at 60 deg show a much more divergence feature 
than the other two cases of smaller inclination. 

The comparison of 1/3 octave total PFL spectra between 
five inclination angles of front-pillar when Vm= 100 km/h is 
shown in Fig. 14. It is noted that there are quite different levels 
of spectra as well as the spectrum pattern between the two 
smaller-angle cases, i.e., 30 deg and 45 deg, and other three 
larger-angle cases. For 30 and 45 deg, the spectrum levels are 
small and have a relatively distinct coherent structure pattern. 
In contrast, the spectra of the three cases of larger angle show 
a higher level in magnitude and a continuous distribution over 
a broadband of frequency. It may be easy to recognize the 
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Fig. 15 Overall surface PFL versus the inclination of front-pillar 

(a) # = 3 0 . 0 deg 

(b) 5 = 45.0 deg 

(c) 8 = 60.0 deg 

Fig. 16 Time-averaged surface pressure distribution upon the front-
side window (Vm= 100 km/h) 

distinct flow structure scale at a small inclination angle, such 
as those shown in the previous subsection when 0 = 30 deg. 
However, for instance, when the inclination angle is 60 deg, 
one could not find that kind of distinct flow structure scale 
but could see the excited continuous flow spectra at almost 
every frequency, i.e., a distinct onset of turbulence. 

The overall total PFL spectra versus inclination angles is 
shown in Fig. 15, indicating that there is a critical angle for 
PFL between 45 deg and 50 deg which was implied in the 
experimental investigation by Sadakata et al. (1988). There
fore, the sudden change before and after the critical angle is 

,due to some change of flow structure. The time-averaged pres
sure distribution is shown in Fig. 16 at three inclination angles, 
i.e., 30 deg, 45 deg, and 60 deg. The time-averaged pressure 
distributions show the existence of a separated vortex core and 
a large gradient of unsteady pressure over the panel, especially 
for the case of 60 deg. 

The time sequences of the iso-helicity surface contour about 
the 45-deg front-pillar are shown in Fig. 17(a), those at 52.5 
deg in Fig. 17(6), and at 60 deg in Fig. 17(c). The most distinct 
differences between these three cases are as follows: For 45 
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Fig.18 Comparison of predicted pressured fluctuation intensity upon
the Iront·side window at three frequencies (0 = 60 deg)

/I
(a): f = 2.271Scene 2

Scene 4

Scene J

Scene I

Scene 3

Fig. 17(a) Iso·hellcity surface contour about the front-pillar (0 = 45 deg)

Fig. 17(b) Iso·heliclty surlace contour about the front'pillar (0 = 52.5
deg)

Scene 4Scene 3

Scene I Scene 2

Fig. 17(c) Iso·helicity surface contour about the front'pillar (0 = 60 deg)

deg, the helical vortex is almost steady in time, but for 52.5
deg and 60 deg, the helical vortices show an unsteady flow
behavior over the front-side window, that is, the formation of
an excessive amount of separated vortices, their burst and

Fig. 19 Swirl angle distribution in the vicinity of front·side window
(0=60 deg)

breakdown in time. Moreover the unsteadiness at 60 deg is
much more significant than that at 52.5 deg. Therefore, it is
supposed that the drastic change in overall PFL is due to the
change in helical vortex behavior before and after the critical
angle of front-pillar inclination.

The PFL intensity distributions of three frequencies on the
front-side window surface with 60-deg inclination is shown in
Fig. 18. One can observe that the portions of the strongest
intensity correspond to those where the vortex is broken down
as shown in Fig. 17(c). Therefore, it can be said that the vortex
breakdown may make a significant contribution to the wind

.noise generation. Regarding the vortex breakdown problem,
there are various opinions on its critical criterion (Leibovich,
1984, 1991). Hall (1972) used the following three conditions
for the definition of vortex breakdown: 1) the critical swirl
angle of the vortex tube is about 40 deg, 2) there is a positive
or adverse gradient of pressure in the vortex axis direction and
3) a divergence of the streamline tubes in the vortex core. In
this study, it is obvious that the last two conditions are satisfied,
that is, from Fig. 16 for pressure gradient and Fig. 13 for
divergence of streamline tube. In order to verify the first con-

Scene 4Scene 3
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Fig. 20 Reynolds shear stress distributions in the vicinity of front-side 
window (6 = 60 deg) 

dition of critical swirl angle, the swirl angle about the vortex 
core in 60-deg inclination is shown in Fig. 19. All features of 
swirl angle are like those of a vortex "jet" spreading over the 
front-side window surface. The critical angle defined by Hall 
(1972) corresponds only to "the nozzle of jet" in this study 
which is the burst point of the vortex. The largest swirl angle 
almost exceeds 80 deg at the portion where the pressure fluc
tuation intensities are strongest. 

The Reynolds shear stresses distributions in the vicinity of 
the front-side window are shown in Fig. 20. The shear stresses 
of maximum intensity are again distributed on the portion 
where the pressure fluctuations are strongest. This result is 
relevant to the analysis by Simpson et al. (1987) on the gen
eration of effective pressure fluctuations, indicating an "oc
currence of vortex breakdown—generation of maximum shear 
stresses—production of pressure fluctuations" mechanism of 
wind noise about the front-side window surface. 

4 Concluding Remarks 

This study showed that when the Mach number is low and 
the influence of boundary layer is small, the wind noise due 
to the laminar flow separation can be qualitatively predicted 
based on the time-dependent Navier-Stokes solution. 

The bifurcating processes of flow geometry, such as flow 
separation and vortex breakdown, may correspond to the 
mechanism of wind noise generation. The bifurcation of flow 
geometry is represented by the generation of a helical vortex 
(longitudinal vortex) which induces the fluctuations of flow 
fields. This finding is relevant to the hypothesis that the flow 
cascade in turbulence requires a specific phase coherence of 
helicity-associated fluctuations (Tur and Levish, 1992). 

The most interesting finding in this study is the issue of 
vortex breakdown responsible for the sudden noise increase at 
the inclined angles of front-pillar about 45-50 deg. This event 
is distinctly related to the onset of turbulence of the flow 
separating about the front-pillar, which is represented by the 

beginning of continuous spectra of the flow-fields fluctuations. 
Therefore the vortex breakdown may be considered as one of 
the most coherent structure in turbulence. 
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Response of Two-Dimensional 
Separation to Three-Dimensional 
Disturbances 
The present study investigates the development and structure of three-dimensionality 
due to a three-dimensional velocity perturbation applied to the inlet of an unsteady 
two-dimensional separation computation. A random noise perturbation and a sine-
wave perturbation are considered separately. In both cases, the spanwise variations 
were amplified in the separation and within the shed vortices. The vortex shedding 
frequency observed in the two-dimensional computation was not altered by the three 
dimensionality of the flow field. No observable spanwise structure was produced 
by the random noise perturbation. The sine-wave perturbation, however, produced 
longitudinal Gortler vortices within the separation. Using a linear stability analysis, 
the presence of longitudinal vortices in a separated laminar boundary layer was 
predicted by Inger (1987). When the velocity field was averaged across the span, 
it was found that the sine-wave perturbation increased the separation length and 
reduced the strength of shed vortex. The span-averaged streamlines from the random 
noise perturbation, however, reproduced the unsteady separation of the two-di
mensional computations. 

Introduction 
Separated flows at the tip and base of airfoils, turbine blades, 

and hydrofoils are three-dimensional and often complex. Along 
much of a high aspect ratio foil, however, the pressure gradient 
is primarily in the stream wise direction. Locally, spanwise var
iations in the pressure and velocity fields are often negligible. 
Studies of separation in two-dimensional geometries can there
fore reveal many characteristics of boundary layer separation 
seen in applications. The present study is a numerical inves
tigation of low Reynolds number separation. The applied ad
verse pressure gradient will be uniform across the span of the 
three-dimensional domain. Although the resulting separated 
region is primarily two-dimensional, boundary layer instability 
will produce three-dimensionality. By adding an inflow velocity 
perturbation, the growth and nature of three-dimensional in
stabilities will be examined. 

Many experimental studies have investigated laminar bound
ary layer separation produced in a two-dimensional geometry. 
Flow visualization of Werle (as reported by McCroskey, 1977) 
and Koromilas and Telionis (1980) show large-scale vortex 
shedding from the primary (fixed) separation. Several inves
tigators including Brendel and Mueller (1988) and Zaman et 
al. (1989) have reported that vortex shedding occurred across 
the span of the airfoil and produced a two-dimensional un
steady separation (except near the tunnel side walls). The in
vestigations found a clearly defined steady separation line 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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extending across the span of the airfoil. Shedding of spanwise 
vortices occurred at an observable period. The reattachment 
point and shed vortex were nearly uniform across the span of 
the tunnel, however, some spanwise variation could be ob
served. Downstream of separation, velocity measurements also 
identified a low frequency velocity oscillation characteristic of 
vortex shedding. These investigations found that the large-scale 
laminar vortex shedding was the dominant mechanism causing 
the unsteadiness of the separated region. Of course, small-
scale turbulence is also present and produces three-dimen
sionality. The large-scale unsteady vortex structures, however, 
are observed as primarily two-dimensional. 

Mabey (1972) summarized those experiments which gathered 
low frequency surface pressure measurements and found that 
the amplitude of the fluctuations in a separation bubble in
creased gradually from the separation line, reached a maximum 
near reattachment, and then slowly decreased downstream of 
reattachment; but offered no hypothesis to describe the un
derlying structure that caused the fluctuations. These obser
vations are consistent with vortex shedding from the separation 
where velocity fluctuations are reduced as the shed vortex 
dissipates downstream. McCroskey (1977) summarized studies 
which investigate unsteady boundary layer behavior including 
unsteady separated flows. 

Oil film visualization can be used to identify the time-av
eraged surface topology of a separated region. Arena and 
Mueller (1978) and Winkelmann and Barlow (1980), have iden
tified spanwise variations of the separation using oil film vis
ualization. A scalloped reattachment line was visible, indicating 
that three-dimensional eddy formations were positioned at pre
ferred locations across the span of the tunnel. It was not de-
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Fig. 1 Computational domain 

termined if the structures were created by the inlet conditions, 
surface conditions, or hydrodynamic instabilities. 

When a boundary layer separates from a surface, the path 
of the shear layer is turned and therefore has curvature. The 
curvature of the shear layer can produce streamwise vortices 
due to a Gortler instability. By considering the Reynolds num
ber and separation angle of several experimental studies, Inger 
(1987) found that the Gortler instability will grow under many 
typical airfoil operating conditions which produce laminar 
boundary layer separation. An analysis of the eigenvalue prob
lem showed that the longitudinal vortices will have a spanwise 
wavelength that is two to four times the boundary layer thick
ness. Previously, Inger (1977) had shown that the spanwise 
pressure variations in a separation experiment by Ginoux (1965) 
were due to Gortler vortices. 

In the present paper, the source of the experimentally ob
served spanwise nonuniformities is investigated through nu
merical computations. A small three-dimensional velocity 
perturbation is added at the inlet of a previously two-dimen
sional boundary layer separation computation. Two forms of 
inlet perturbation are considered. In one case, random noise 
is added at the inlet of the computational domain. The second 
case considers the three-dimensionality produced by an inflow 
perturbation containing only one wavelength. The three-di
mensional computations use periodic boundary conditions at 
the side walls which allow an investigation of various three-
dimensional effects without the side wall influence found in 
experimental studies. 

Problem Definition 

Geometry. The geometry of the computational study is 
shown in Fig. 1. The geometry is uniform in the spanwise 
direction (Z direction). The geometry was designed to produce 
a localized separation using well described boundary condi
tions. The laminar boundary layer on one wall (the "test wall"), 
which developed under zero pressure gradient, was exposed to 
a local adverse pressure gradient by suction through a port on 
the opposite wall (the "control wall"). Throughout the entire 
computation of the two-dimensional separation, the f reestream 
velocity upstream remained uniform and steady. 

The flow variables are non-dimensionalized using the chan
nel height h and upstream approach velocity u0. Lower-case 
symbols are dimensional quantities and capital letters denote 
nondimensional variables. For example, X=x/h, Y=y/h, 
U=u/u0, T=tu0/h. The upstream edge of the suction port is 
at X=4.11 and the length of the suction port is 0.30. The 
computational domain extends from ^ = 3 . 8 9 1 0 ^ = 7 . 6 8 . The 
domain width is 1.1, approximately eight times the boundary 
layer thickness near separation. 

The strength of the pressure gradient was set such that the 
test wall boundary layer would separate. The thickness of the 

separated region does not exceed 20 percent of the channel 
height, thus, effectively producing an external boundary layer 
flow with an imposed pressure gradient. Therefore, the re
sponse of the boundary layer is rather insensitive to the manner 
with which the adverse pressure gradient was imposed. To 
initiate the two-dimensional computations, the adverse pres
sure gradient was applied to a previously zero pressure gradient 
boundary layer. Shortly after the pressure gradient was ap
plied, vortex shedding occurred from the separation. The two-
dimensional computation was continued until limit cycle vortex 
shedding was reached. Details of the two-dimensional com
putations can be found in Pauley et al. (1990), herein denoted 
as PMR. 

In order to examine the response of the two-dimensional 
separation to three-dimensional disturbances, spanwise noise 
was added at T= 0 to the inlet of an otherwise two-dimensional 
flow field. The initial condition across the channel span applied 
the two-dimensional limit cycle solution for Rev= 120, 544 and 
22 percent of the throughflow removed at the suction port. 
The Reynolds number, Re* is based on the inflow freestream 
velocity and the streamwise location of the upstream edge of 
the suction port. This location is also the approximate location 
of the separation point. The noise added at the inlet of the 
computational domain was held fixed in time. Two different 
types of noise were added to the solution at the inlet of the 
domain. In one case, random noise was added to approximate 
the effects of freestream turbulence found in an experiment. 
In another case a perturbation containing only one wavelength 
was applied, simulating a freestream perturbation which may 
be produced experimentally by upstream flow conditioning 
elements. 

Numerical Computation. The fractional timestep method 
developed by Kim and Moin (1985) was used to solve the 
unsteady incompressible Navier-Stokes equations with con
stant viscosity. The method is second-order accurate in space 
and time. The present computational study is a direct numerical 
simulation of all resolvable structures. No turbulence modeling 
was applied. 

The three-dimensional computations contained 256 points 
in the streamwise direction, 128 points in the normal direction, 
and 32 points in the spanwise direction. Half of the grid points 
were clustered in the boundary layer on the test wall using a 
hyperbolic tangent distribution. Uniform grid spacing was used 
in the streamwise and spanwise directions. The grid-indepen
dence of the solution was tested for a two-dimensional com
putation by doubling the number of points in the streamwise 
and normal directions independently; for both cases the changes 
in the flow velocity and shedding frequency were less than 0.5 
percent (see PMR). 

No-slip boundary conditions were applied on the test wall 
while no-stress conditions were used along the control wall to 
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reduce the required resolution in this region. To avoid strong 
local gradients, a parabolic variation of the suction velocity 
was applied in the streamwise direction to make the wall-
normal velocity continuous along the control wall. Periodic 
boundary conditions were used in the spanwise direction. 

For the two-dimensional computation, the inlet flow was 
prescribed as a Blasius boundary layer of the proper thickness 
under a steady uniform external flow. The inlet boundary was 
set at a location where the inviscid flow field, produced by 
transpiration from the suction port, varied by less than 2 per
cent from wall to wall across the channel. Various exit bound
ary conditions were tested by Pauley, et al. (1988), and it was 
found that the convective exit boundary conditions 

allowed the propagating vortices to exit the domain with little 
distortion. The propagation speed of the vortices within the 
computational domain gave the value for c. Virtually the same 
computational results were obtained when the average exit 
velocity was used for c, and hence the value of c was not critical 
to the numerical solution. Other investigators, such as Bottaro 
(1990) and Nataf (1989), have also found the convective bound
ary condition to describe most accurately the vortex propa
gation from the computational domain. 

To test the influence of the exit boundary location on the 
computational results, the length of the domain was extended 
in a two-dimensional separation study (see PMR). The com
putational domain was 50 percent larger and contained 50 
percent more grid points in the streamwise direction, retaining 
the same grid spacing. Near the exit of the short domain, the 
results of the two computations differed by up to 3 percent, 
but the results differed by less than 0.2 percent at locations 
more than one channel height upstream of the exit plane. Thus, 
the results of interest were essentially independent of the do
main truncation. 

The timestep for the computations was A T= 0.005. To check 
the timestep independence of the solution, a computation of 
the two-dimensional geometry was run with AT= 0.0025. The 
flow velocities and shedding frequencies for the two step sizes 
differed by at most 0.5 percent. 

Two-Dimensional Computation. The limit cycle solution 
from the two-dimensional computation of PMR was used as 
the initial flow condition for the present study. Figure 2 shows 
the instantaneous streamlines produced at six equally spaced 
intervals in the limit cycle oscillation. For each shedding cycle, 
the primary separation grows until a small counter-rotating 
vortex develops at the test surface. This counter-rotating vortex 
expands until it divides the main vortex into two distinct vor
tices. The downstream vortex is carried away from the main 
separation region by the freestream flow, and travels the length 
of the computational domain. The upstream separation re
mains in position, but continues to grow until another small 
counter-rotating vortex develops, thus repeating the cycle. 
Fluctuations in the height of the recirculating region indicate 
that boundary-layer fluid is entrained to allow the continuation 
of the shedding process. The upstream portion of the sepa
ration region remains largely unaffected by the downstream 
unsteady behavior. Throughout the cycle, the flow near the 
separation point remains steady. 

The development of the shed vortex can be tracked from its 
inception to where it passes out of the computational domain. 
The streamlines suggest that the shed vortex initially has a 
rapid decay in strength. Pressure contours, shown in Fig. 3, 
can also be used to track the motion of the shed vortex since 
the vortex center is observed as a low pressure region. The 
pressure contours show that the apparent rapid decay in the 
vortex strength is due to the vortex motion away from the test 

Fig. 2 Streamlines for limit cycle shedding in the two-dimensional ge
ometry, (a) 7= 43.46,(0) 7= 43.72, (c) 7= 43.99, (d) 7= 44.25, (e) 7=44.51, 
(/) 7=44.78. 

Fig. 3 Pressure contours for limit cycle shedding in the two-dimen
sional geometry. Contour increment is 0.05. Solid contours are negative 
pressures, (a) 7=43.46, (b) 7=43.72, (c) 7=43.99, (d) 7=44.25, 
(e) 7=44.51, (/) 7=44.78. 
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surface rather than an actual deterioration of the vortex
strength.

Random Noise Disturbance
To approximate the effects of random noise in the freestream

of an experiment, a random noise with a peak noise amplitude
of ± 1 percent was added at T = a to the streamwise velocity
at the inlet plane. The random noise produced a spatial RMS
fluctuation of 0.58 percent at the inlet. The noise propagated
downstream at the speed of the freestream velocity. The level
of noise present at a given location in the channel was deter
mined by calculating the spatial RMS fluctuation of the stream
wise velocity across the span.

Contours of the RMS fluctuation across the channel are
shown in Fig. 4 for three consecutive shedding periods. The
amplitude of the noise decayed slightly as the noise front moved
downstream until it reached the separated boundary layer.
When the noise front passed across the stagnant leading portion
of the separation (Fig. 4(a» the noise accelerated through the
separation and was amplified first in regions of high vorticity.
High noise amplitudes occurred in the high vorticity regions
of the separated shear layer and shed vortex. In the next period
of oscillation shown in Fig. 4(b) the maximum cross-stream
fluctuation rose above 10 percent as the noise front passed the
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separation. High noise amplitude could be seen in the "tails"
of vorticity created by steep velocity gradients at the time of
shedding. After the noise front had propagated through the
entire computational domain (Fig. 4(c», peak noise amplitudes
in the separation were over 36 percent.

The growth of the maximum spanwise variation of the
streamwise velocity is shown in Fig. 5. The peak spanwise
variation was present near the unsteady reattachment point
and increased when vortex shedding occurred. The shedding
period of T= 1.6 can be seen as the time between maxima of
the peak noise amplitude. After the spanwise noise had sat
urated the flow field, the peak noise in the channel varied
between 27 to 36 percent during the vortex shedding process.

Initially the flow was two-dimensional. As the noise front
passed over the separation, the location of the shed vortex
varied across the span. The spanwise variation in vortex shed
ding can be identified using pressure contours. Figure 6 shows
the pressure contours on the horizontal plane at Y= 0.072 after
the noise perturbation had propagated through the domain.
Low pressure regions are shown as blue in the figure. The low
pressure regions mark shed vortices, separated flow, and the
upstream boundary layer. The three-dimensionality due to the
noise perturbation caused vortex shedding to be delayed in
portions of the span. After shedding completely along the span,
the vortex straightened, as seen by the shed vortex near the
exit to the domain. The shedding frequency is constant across
the span of the channel and a coherent spanwise vortex is
produced. The shedding frequency and the spanwise-averaged
streamlines compare favorably with the results of the two
dimensional computation. The favorable comparison indicates
that a two-dimensional computation accurately describes the
spanwise averaged flow and can therefore provide accurate
information concerning the three-dimensional flow field.

Using the streamwise velocities across a span, spectra were
computed at different heights and at several streamwise lo
cations including the locations of separation, vortex produc
tion, vortex shedding, and vortex propagation. The energy in
each wave number grew as the three-dimensionality developed,
but no wave number showed prominence in energy content.
The energy at all wavelengths increased at approximately the
same rate. This indicates that the three-dimensional scalloped

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4.0

0.00

0.25

0.50
Z

0.75

1.00

5.0 6.0
x

7.0

Fig. 6 Pressure contours In the horizontal plane at Y= 0.072 due to a
random noise perturbation

x
4.0 5.0 6.0 7.0

z

Fig. 7 Pressure contours In the horizontal plane at Y= 0.072 due to a
sine·wave noise perturbation

J

I
I
!

structure found by experimental oil film visualization was not
caused by the amplification of one dominant wavelength from
a random noise perturbation. Through a stability analysis of
a separated boundary layer, Inger (1987) determined that Oor
tier vortices having a range of wavelengths will be amplified
due to the shear layer curvature. The present computations
confirm that spanwise perturbations having a range of wave
lengths are unstable and one instability wavelength will not
dominate.

Sine Wave Disturbance
As a second test of the three-dimensionality found within

the boundary layer separation, the inlet velocity profile was
modified by superposing a periodic disturbance across the span.
This upstream condition is similar to that occurring in an
experimental apparatus with flow conditioning screens, hon
eycomb elements, or other upstream effects. In this test, a sine
wave with an amplitude of 0.2 percent of the freestream ve
locity and a wavelength of half of the domain width was added
across the inlet. A lower amplitude perturbation was selected
in this test since all energy was injected at one wavelength.
The author considered the addition of a higher amplitude fluc
tuation at a single wavelength to be severe forcing of the per
turbation which would not convincingly test the findings from
the stability analysis of Inger (1987). The imposed perturbation
had a wavelength which was four times the boundary layer
thickness near separation.

RMS fluctuation contours showed characteristics similar to
the random noise case shown in Fig. 4 except that the RMS
fluctuation in the freestream was 0.13 percent. The growth of
the maximum spanwise fluctuation in the channel is shown in
Fig. 5 for the sine-wave disturbance. Since the inlet pertur
bation had a lower amplitude than in the previous case, the
instability took longer to grow. The maximum amplitude of
the spanwise fluctuations in the flow field reached a level near
20 percent. As observed in the random noise case, the ampli-
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tude of the maximum spanwise variation increased when vortex
shedding occurred. The maximum spanwise variation in the
streamwise velocity was produced in the region of reattachment
and vortex shedding. Spectra of the spanwise variations in the
streamwise velocity were used to identify the modes with most
energy. Initially, all energy was contained in the imposed wave
number perturbation. At T= 3.7, the fluctuation amplitude
had increased by 100 times and the first harmonic of the im
posed perturbation contained 30 percent of the energy. When
the three-dimensional disturbances had reached a maximum
amplitude, half of the energy was contained in the first har
monic. The energy spectra showed only low amplitude span
wise variations at higher wavenumbers. Therefore, the spanwise
nonuniformity was primarily comprised of fluctuations at the
imposed wavelength and its first harmonic.

To visualize the three-dimensional instability, pressure and
velocity contours were considered. Figure 7 shows the pressure
contours at T= 5.9 along a horizontal plane at Y = 0.072. Well
defined sinusoidal oscillations in the pressure contours extend
across the span of the channel. Both the shed spanwise vortex
and the primary, fixed separation have been altered. When the
propagation of the shed vortex was monitored, it was found
that the spanwise vortex straightened as it moved downstream.
Spanwise variations in the pressure and velocity fields were,
therefore, more significant near the location of vortex shed
ding. Figure 8 shows the velocity contours at a streamwise

. location near vortex shedding. In this spanwise plane, the Oor
tier vortex array is clearly seen. The inlet sine-wave pertur
bation has produced a preferred wavelength which results in
a coherent spanwise structure. As observed by Inger (1987),
typical conditions producing laminar boundary separation will
also generate Oortler vortices.

The influence of three-dimensionality on the separation was
examined by considering streamlines produced by the velocity
field which was averaged across the span. The vortex shedding
frequency of the two-dimensional separation was not altered
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Fig. 8 Spanwise velocity contours at 7"= 5.9 in a / - Z(cross-span) plane 
at X= 5.785 due to a sine-wave noise perturbation 

by the spanwise variation. The spanwise variations of the sep
aration, however, increased the spanwise-averaged length of 
the separation and reduced the strength of the shed vortex. 
The coherent longitudinal vortices produced by the sine-wave 
perturbation enhanced mixing across the shear layer and de
layed the shear layer rollup. 

Conclusions 

A spanwise perturbation was added to a previously unsteady 
two-dimensional computation of boundary layer separation to 
investigate the development of spanwise velocity variations. 
The two-dimensional unsteady separation of Pauley et al. (1990) 
was used as the initial flow field in the present study. The two-
dimensional flow field was characterized by unsteady periodic 
vortex shedding. 

In one computation, a spanwise random noise perturbation 
was applied at the inlet of the domain. The noise front prop
agated through the domain at the freestream velocity. When 
the noise front reached the separation, the amplitude of the 
spanwise variations in the streamwise velocity increased rapidly 
to a maximum of 36 percent of the local streamwise velocity. 
The spanwise variations did not contain a dominant wavelength 
or coherent structure. The vortex shedding frequency was not 
altered by the spanwise velocity variations. When the velocity 
field was averaged across the span, it was found that the sep
aration length and strength of the shed vortices were not mod
ified by the three-dimensionality. 

In a second computation, a spanwise sine-wave perturbation 
was applied at the inlet of the computational domain. The 
spanwise variations were amplified within the boundary layer 
separation and shed vortices. The spanwise perturbation con
tained energy at the imposed wavelength and its first harmonic. 
Velocity contours across the channel span showed the for
mation of Gortler vortices as predicted by Inger (1987) for 
many conditions producing laminar separation. The presence 

of the coherent spanwise structures did not change the vortex 
shedding frequency. The longitudinal vortices, however, in
creased the spanwise-averaged length of the separation and 
reduced the strength of the shed vortices.' 
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On the Unsteady and Turbulent 
Characteristics of the Three-
Dimensional Shear-Driven Cavity 
Flow 
The three-dimensional shear-driven cavity flow is numerically investigated at Reyn
olds numbers of5000 and 10000. This investigation focuses on the unsteadiness and 
turbulent characteristics of the flow. At the moderate Reynolds number (Re = 5000) 
where the cavity flow is fully laminar, a direct numerical simulation (DNS) is used 
whereas large-eddy simulation (LES) methodology is adopted to predict the cavity 
flow at the higher Reynolds number (Re= 10000). Establishing a suitable form for 
the subgrid scale (SGS) turbulence model in this complex flow is guided by the 
DNS results at Re = 5000. Additionally, the SGS model is verified against DNS 
results at Re= 7500 where the cavity flow is known through experimentation to be 
locally transitional. The LES results verify the published experimental evidence as 
well as uncover new flow features within the cavity. 

Introduction 
For more than three decades, the shear-driven cavity flow 

problem has served as an excellent test case for verifying new 
or improved numerical solution techniques of incompressible 
flows. Usually, the test case involves simulating a two-dimen
sional (2D) cavity flow at a low Reynolds number (Re< 1000). 
Under these conditions, the flow is strictly laminar and steady. 
The primary purpose of the simulations is to illustrate the rapid 
speed of convergence to steady state and the solution method's 
ability to capture the basic features of the flow. Some 2D 
simulations (for example, Ghia et al., 1982 and Gustafson and 
Halasi, 1986) include a discussion of the flow characteristics 
and have revealed important salient features of the steady flow 
at much higher Reynolds numbers (Re < 10000). The extensive 
results of Ghia et al., in particular, serve most often as a base 
for comparison of new 2D predictions because of the fine grid 
resolution they used at the corresponding Re. Only a few nu
merical studies have reported the turbulent characteristics of 
the shear-driven cavity flow (Gosman et al., 1968, Young, et 
al., 1976, Ideriah, 1978, and Gaskell and Lau, 1988, for in
stance). Each study simulated a 2D geometry with the tur
bulence fully modeled. Treatment of the results was focussed 
primarily on validating the particular numerical scheme or 
evaluating the particular turbulence model. Separate studies 
showing the flow evolution in the 2D cavity under an impul
sively started lid and an oscillating lid were reported by Soh 
and Goodrich (1988). In both simulations, the flow was laminar 
(Re = 400) and the predictions continued until a periodic state 
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was reached. Published results from three-dimensional simu
lations include those of Kim and Moin (1985), Freitas et al. 
(1985), and Prasad et al. (1988) where the Reynolds number 
was restricted to low to moderate values (Re < 3200). There, 
the flow was also laminar. The simulations showed the ap
pearance of pairs of quasi-steady and unsteady spanwise Tay-
lor-G6rtler-like vortices along the cavity bottom. Besides 
validating the conservativeness of their particular solution 
technique, each group revealed this important three-dimen
sional characteristic which had been observed experimentally, 
but eluded numerically. 

In addition to furnishing us with a classic problem for val
idating solution techniques of incompressible flows, the pre
dominant features of the shear-driven cavity flow also have 
important physical significance in engineering design. For ex
ample, the main flow characteristics created by three-dimen
sional geometries such as recessed cavities, recurrent ribs for 
slots and curved ducts, for the purposes of mass and/or energy 
exchange, are similar to those of this model problem. Given 
this fact, the,objective of the present work is to identify and 
characterize, through numerical simulation, the unsteadiness 
and turbulence in a three-dimensional shear-driven cavity flow. 

. This numerical investigation is presented for Reynolds numbers 
of 5000 and 10000. Numerical results of the unsteady and 
laminar flow characteristics at much lower Reynolds numbers 
(Re = 2000 and Re = 3200) were presented by Jordan and Ragab 
(1993). 

For the moderate Reynolds number test case (Re = 5000) 
where the flow is laminar but unsteady, the computation was 
a direct numerical simulation (DNS). At the higher Re, the 
prediction method was a large-eddy simulation (LES). Al
though extensive experimental results of the high-Re cavity 
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Fig. 1 Sketch of the basic features of recirculation in the two-dimen
sional shear-driven cavity flow problem 

flow have been reported for just over ten years now, this LES 
investigation is a first attempt to study the turbulent flow 
characteristics numerically. Recently, Zang et al. (1993) per
formed an LES calculation of the shear-driven cavity flow, 
but they focussed the results on verification of their new dy
namic turbulence model. They showed good agreement be
tween the LES results and the experimental measurements in 
terms of the turbulent quantities through the cavity centerline 
at the spanwise mid-plane. Their investigation however did not 
include discussions of the time-dependent characteristics such 
as the spanwise vortices or the secondary eddies. In the present 
work, the numerical results are first scrutinized thoroughly 
against the experimental evidence, before discussing any new 
unsteady or turbulent flow characteristics. Thus, this LES com
putation verifies the published experimental data as well as 
reveal some new features about the flow. 

Basic Model Problem Including Experimental Obser
vations 

Geometrically, the classic 2D problem consists of a closed 
cavity of unit height (H) and unit width (W) with a lid moving 
horizontally at unit velocity {If). The Reynolds number is de
fined as Re= UW/v, where v is the kinematic viscosity. The 
associated recirculation flow is characterized basically by a 
primary vortex, a downstream secondary eddy, an upstream 
secondary eddy and an upper secondary eddy. These basic 
features are sketched in Fig. 1. The upper secondary eddy 
appears at Re > 3200. At higher Re( > 5000) the 2D predictions 
show a tertiary eddy in each of the lower corners. However, 
these tertiary eddies are not supported by the experimental 
observations of Koseff and Street (1984c) of the three-dimen
sional (3D) cavity flow. Koseff and Street also reported that 
the horizontal and vertical centerline velocity profiles of the 
recirculation flow are similar in shape throughout the cavity 
span at high Reynolds numbers where the flow is locally tran
sitional. 

In the 3D cavity new vortical structures are formed. In a 
spanwise plane, there are several pairs of Taylor-Gortler-like 
(TGL) vortices and a lower corner vortex at the end-walls (see 
sketch in Fig. 2). According to Koseff and Street (1984b) and 
Prasad et al. (1988), the impetus manifesting the TGL vortices 
is the instability of the concave free shear layer that separates 
the primary vortex from the downstream secondary eddy. Gen
eration of the vortices occurs just above the concave surface 
much like the experimental observations of Taylor (1923) for 
the flow between rotating cylinders and also the concave 

V 

SPAN 
MID-PLANE 

TAYLOR-GORTLER-LIKE (TGL) 
VORTEX PAIRS 

Fig. 2 Sketch of the Taylor-Gortler-Like (TGL) vortex pairs as observed 
in the flow visualization experiments 

boundary layer investigated by Gortler (1954). The size and 
number of pairs of TGL vortices depends strongly on the 
Reynolds number and the cavity spanwise aspect ratio (SAR). 
In the flow visualization results reported by Rhee et al. (1984) 
for Re<6000 and SAR = 3.0, the spanwise flow maintained 
symmetry about the midspan plane. Although the TGL vortices 
meander slowly along the cavity bottom at moderate Re, Koseff 
and Street (1984a) noted that their basic spanwise flow char
acter still remains symmetric. The other important feature in 
the spanwise direction is the lower corner vortex. The origin 
of this flow structure was explained by Koseff and Street (1984b) 
after examining the experimental results of de Brederoede and 
Bradshaw (1972). Manifestation of this vortex is a consequence 
of the shear and pressure force adjustment in the streamwise 
recirculating flow caused by the no-slip condition along the 
spanwise end-wall. Like the TGL vortices, the corner vortex 
becomes unsteady at moderate Reynolds numbers (Re > 3200). 
The size and extent of the corner vortex strongly influences 
the TGL vortices. Thus, the numerical simulations must pro
vide sufficient resolution, spatially and temporally, to capture 
its characteristics accurately. 

Experimental observations show the first sign of turbulence 
taking place within the free shear layer that lies between the 
primary vortex and downstream secondary eddy. This local 
transition to turbulence occurs at a Reynolds number some
where between 6000 and 8000 (Koseff and Street, 1984a). The 
flow within that region is unsteady. If the Reynolds number 
is increased, turbulence diffuses the TGL vortices such that 
their deterministic structure becomes obscured. At Re= 10000, 
frequency spectra of both the horizontal and vertical fluctua
tions within the region of the free shear layer display an inertial 
subrange. It should be noted that the visualization results show 
the flow within the free shear layer at Re= 10000 as being still 
transitional. 

Governing Equations and Method of Solution 
The governing LES equations of the resolvable field are the 

spatially filtered incompressible Navier-Stokes equations (Moin 
and Kim, 1980): 

d~Uj d dp 1 d2T7; dr.v 

at 0Xj dXj Re aXjdxj oXj 

where p the pressure, and T,V is the subgrid scale stress tensor 
which is defined as T,7 = n ,« ; - i^iJ;. The overbar symbolizes the 
filtered field. 

The system of equations is time-advanced according to a 
variant of the fractional-step method (Kim and Moin, 1985). 
The Crank-Nicolson scheme is applied to the viscous terms to 
eliminate the viscous stability restriction. An explicit three-
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step, third-order accurate Runge-Kutta (R-K) scheme is used 
for the convective terms instead of the more popular Adams-
Bashforth method (see Clark et al., 1977). This is because the 
Adams-Bashf orth method is weakly unstable when applied to 
the linear convection equation. Also, the explicit form of the 
R-K scheme easily permits high-order spatial differences. In 
this application of the LES approach, the .convective terms are 
spatially discretized by third-order upwind-biased finite dif
ferences while the diffusive terms are differenced by second-
order central differences. At the points next to the wall bound
aries, exterior points necessary to complete the upwind dif
ferencing are obtained through extrapolation of the interior 
field points. All terms in Poisson's equation for solution of 
the pressure variable are central differenced to the second 
order. Strong coupling between the pressure and velocity com
ponents is maintained through a fourth-order accurate com
pact differencing scheme for the pressure gradient in the velocity 
update equation. This discretization scheme provides an overall 
method which is second-order accurate in both space and time. 

The velocity components are collocated with the grid points 
to permit easy development of a set of wall boundary condi
tions for the velocity field. Approximate-factorization (A-F) 
is applied for solution of the intermediate velocity components. 
Since the shear-driven cavity is fully enclosed, no boundary 
condition is needed for the pressure variable to solve the dis
cretized pressure-Poisson equations. The pressure gradient 
normal to the boundary can be expressed in terms of the ve
locity field. Thus, the pressure-Poisson equation is solved with 
a Neumann type boundary condition. The pressure field is 
staggered from the velocity field to eliminate spurious oscil
lations in the flow solutions (Patankar, 1980). The staggered 
pressure field also facilitates the application of the Neumann 
boundary condition. The pressure-Poisson equation is recast 
into a residual form and solved by a variant of the modified 
strongly implicit procedure (Jordan, 1992). This procedure is 
implemented as an implicit elliptic solver of a planar surface 
that moves through the volume. After the initial time steps, 
only a few iterations on the pressure variable are necessary to 
satisfy the incompressibility constraint at each of the following 
time steps. 

Extensive details of the numerical scheme, along with several 
test cases, were reported by Jordan and Ragab (1993). The 
temporal and spatial accuracy of the scheme were verified by 
systematically refining the grid in a simulation of an exact 
solution to the 2D Navier-Stokes equations. Also, the shear-
driven cavity flow problem at Re < 3200 was computed and 
the results compared to the reported experimental data. In 
those DNS computations, the spatial resolution was sequen
tially refined until good quantitative agreement was reached 
between the predictions and the experimental measurements. 
The final grid sizes helped establish the proper spatial reso
lution for the present computations of the shear-driven cavity 
flow. 

Subgrid Turbulence Model 
For the computations of the turbulent shear-driven cavity 

flow, the Smagorinsky eddy viscosity model (Smagorinsky, 
1963) was implemented to represent the subgrid scale turbu
lence. In tensor notation the Smagorinsky model is: 

Tij--5ijTlck = 2pTSu> (3) 

SJ/ = - ( M , V + uj,i), (4) 

vr=l2^/2SiJSu (5) 

In this model, / is the turbulent characteristic length scale and 
is given by 

Fig. 3 Model problem for present DNS and LES predictions of the shear-
driven cavity flow 

/=Cs[l-exp(-^+//l + )'"]"(A1A2A3)1/3 (6) 

The subscripts 1, 2 and 3 of the filter width A permit versatile 
filtering for modeling anisotropic flows (Deardorff, 1970). As 
a minimum A,- = 2hit where h; is the grid spacing in the /-di
rection. Modification of the length scale by a form of Van 
Driest damping (Van Driest, 1956) was necessary to account 
for the effects of the solid wall boundaries. The length pa
rameter y+ is the minimum field value of y \fr7p/v, where r 
is the magnitude of the local shear stress. The exponents m 
and n in the damping function were estimated by analyzing 
DNS results and by qualitative comparisons to the published 
experimental measurements (Koseff and Street, 1984c). Sma-
gorinsky's constant C$ was set equal to 0.1 based on the rec
ommendation by Piomelli et al. (1988). The importance of 
including damping in the Smagorinsky model became apparent 
after applying the model to the DNS results at Re = 5000 with
out the damping modification. The model repeatedly showed 
high levels of turbulent eddy viscosity near the upper half of 
the downstream wall. At times, these levels reached the same 
order of magnitude as the kinematic viscosity, marking the 
onset of turbulence. According to the experimental observa
tions however, this is a false indication. As discussed earlier, 
the flow visualization results suggest that initial signs of tur
bulence occur within the free shear layer between the primary 
vortex and the downstream secondary eddy which is located 
near the lower half of the downstream wall. By damping the 
length scale according to a form of Van Driest, the near-wall 
turbulent eddy viscosity was reduced and the modified model 
agreed qualitatively with the experimental evidence. This issue 
is addressed further in the next section. 

Results and Discussion 
We present in this section the unsteady and turbulent flow 

results from a numerical investigation of the 3D shear-driven 
cavity and include comparisons to the published experimental 
observations and measurements. The cavity geometry, shown 
in Fig. 3, was modeled with a cavity width W= 1.0 (x-direc-
tion), a height H=\.0 O-direction) and a span L=1 .5 (z-
direction). One boundary of the span was modeled as a plane 
of symmetry (z = 0.0) and the other a solid end-wall (z= 1.5). 

, The span boundaries were modeled in this way because the 
published flow visualization data for Re < 6000 (Koseff and 
Street, 1984a, 1984b and 1984c) and previous simulations for 
Re<3200 (Freitas et al., 1985, Prasad et al., 1988 and Jordan 
and Ragab, 1993) report a symmetric flow about the mid-span. 
The spanwise aspect ratio of the cavity (SAR = 2L/W) was 
therefore equal to 3.0. It is worth noting that in the recent 
LES computation by Zang et al. (1993), the cavity spanwise 
aspect ratio was 0.5. While all the TGL vortices display strong 
spanwise meandering activity in the cavity with a SAR = 3.0, 
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Fig. 4 Snapshots of the unsteady velocity vectors in the shear-driven 
cavity flow at relative time 7", = 15.0; (a) recirculation at mid-span sym
metry plane, (b)TGL vortices at plane x = 0.77 and (c)spanwise static 
pressure contours 

the single TGL vortex pair in the cavity with a SAR = 0.5 is 
locked in position at the mid-span (Prasad and Koseff, 1989). 
In the present work, the lid moved horizontally with unit ve
locity (f/= 1.0). No-slip conditions were enforced along all 
boundaries except at the mid-span plane which was treated 

numerically as a plane of symmetry. We simulated Reynolds 
numbers of 5000 and 10000. For the Re = 10000 simulation, 
we will show a localized effect of the symmetry plane as
sumption on the numerical results. All grids selected had uni
form point spacing and all times (T) were nondimensional; 
T=tU/W. 

Each simulation was initialized by an impulsively started lid. 
Inasmuch as the convective terms are time-split by the Runge-
Kutta technique, extremely small time increments were not 
necessary early in the simulation to maintain stability. For 
both simulations, a low CFL value of 0.5 was chosen to insure 
proper temporal resolution of the flow unsteadiness rather than 
control the numerical stability. It was found that CFL values 
near the stability limit distorted the TGL vortex structures. 
Herein, computational results which are labeled 7). = 0.0 rep
resent solutions that had been time-advanced until the transient 
effects of the impulsively started lid on the flow evolution 
became negligible. In both simulations, this reference time was 
an actual nondimensional time of 7 s 60 since lid start-up. 

In view of the experimental evidence, the cavity flow is 
entirely deterministic at low to moderate Reynolds numbers 
(Re < 5000). Therefore, the simulation results reported here at 
Re = 5000 are from a DNS prediction. For this computation, 
a 65 x 65 x 65 (x, y, ^-direction) uniform grid was used. Com
parisons between the DNS results and the experimental data 
show that this spatial resolution captured the flow character
istics accurately. Further refinement of the grid did not alter 
the flow structure. The uniform grid selected for the LES 
computations at Re = 10000 was 101 X 101 x 81. Based on the 
turbulent scales estimated by Koseff and Street (1984c) for the 
3D cavity flow at Re = 10000, this grid provides a higher spatial 
resolution than that needed to resolve Taylor's microscale. 

DNS Results. For the DNS computation of the shear-
driven cavity flow, the Reynolds number was 5000. Figures 
4(a) and 4(b) show a set of snapshots of the unsteady flow 
results at time Tr= 15.0. The velocity vectors in Fig. 4(a) rep
resent the recirculation flow at the mid-span plane whereas 
those in Fig. 4(b) depict spanwise flow at plane xsO.77. For 
clarity, all of the velocity vectors are normalized by their own 
respective magnitude. Although there seems to be three-di
mensional effects in the upper half of the spanwise plane, their 
magnitudes are small and therefore have little significance on 
the flow structure. At this instant in time (Tr= 15.0), the basic 
characteristics of the recirculation flow which are common to 
the 2D simulations are distinctly visible. Likewise, the primary 
vortex core is positioned close to the cavity center. This agree
ment with the 2D simulations is due primarily to the minimal 
influence of the spanwise flow on the mid-span recirculation 
flow (see Fig. 4(b)). The spanwise flow vectors show four TGL 
vortices of nearly the same height that lie fully within the cavity 
span. Since the static pressure attains a minimum within the 
vortex core, contours of the pressure variable can verify the 
existence of each vortex. An example of this is portrayed in 
Fig. 4(c). A few grid lines are superimposed over the pressure 
contours and the corresponding velocity vectors to help identify 
each respective vortex. 

At time Tr= 181.0, the snapshots paint a very different pic
ture (see Figs. 5(a) and 5(b)). The three-dimensional effects 
on the basic recirculating flow features are clearly displayed. 
For example, the TGL vortex that straddles the mid-span plane 
severely distorts the basic structure of the downstream sec
ondary eddy (DSE). Throughout most of the simulation, a 
TGL vortex structure straddled the mid-span plane which pre
cluded development of the local DSE. According to the ex
perimental results (Rhee et al., 1984), 8 pairs of TGL vortices 
were visualized at Re = 3200 and 11 vortex pairs at Re = 6000. 
At Re = 5000, we found 9 vortex pairs; one typically straddling 
the mid-span plane and four others spanning the cavity floor. 
This result is shown in Fig. 6 which is a plot of the x-vorticity 
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Fig. 5 Snapshots of the unsteady velocity vectors in the shear·driven
cavity flow at relative time T,= 181.0; (a) recirculation at mid·span sym·
metry plane and (b) TGl vortices at plane x = 0.77

contours at completion of the simulation (Tr = 181.0). Notice
that the streamwise extent of each vortex pair does not strongly
interact with the upstream secondary eddy (USE). This is be
cause the flow process of fluid entrainment from the primary
vortex to sustain the structural integrity of each TOL vortex
is terminated once the primary vortex separates upstream. Par
ticle traces which illustrate this flow process are presented in
the next section.

In the literature, neither velocity time traces nor mean ve
locity experimental data appear for the 3D cavity flow at
Re = 5000 and SAR= 3.0. Here, we show in Figs. 7(a) through
7(d) time traces of a vertical and horizontal velocity component
and their power spectra for the Re = 5000 test case. The traces
were extracted from recordings taken in the vicinity of the
downstream free shear layer. For reference, the power spectra
include Kolmogorov's slope of the inertial subrange. Both
spectra show numerous amplified frequencies signifying an
unsteady flow which is still deterministic. In Fig. 8, the com
puted mean horizontal velocity along the mid-span centerline
is compared against the reported experimental data for
SAR= 1:1 and SAR=0.5:1 (Prasad and Koseff, 1989). The
DNS profile illustrates a further weakening of the "energy
sink" effect of the spanwise end-walls on the primary recir
culation vortex core when the cavity SAR is extended to three.

Journal of Fluids Engineering

Fig. 6 Spanwise distribution and streamwise extent of TGl vortex con.
tours at completion of DNS computation (T,= 181.0)

The importance of the present DNS results with respect to
the LES methodology lies in attempting to estimate the tm··
bulent length scale damping parameters. In particular, para
metric studies were performed on the DNS results at intermittent
time intervals to find values for the exponents (m and n) in
the Van Driest damping function. There is no strong funda
mental basis for obtaining these parameters in this way. How
ever, the LES results will show that the turbulent eddy viscosity
magnitudes and distribution throughout the cavity were in
good agreement with the experimental evidence. The procedure
used here to determine the model damping parameters closely
follows the SOS turbulence model development by Clark et
al. (1977). The damping parameters were judged according to
the best overall set of coefficients acquired from correlations
between the exact (computed from the DNS data) and the
model results in terms of the SOS stresses 7U' The correlation
coefficient (c;) is defined as

(c;) = (eum;)/(et>1/2(mt> 1/2 (7)

where (eu> and (mu> are the spatially ensemble-averaged exact
model7ij components, respectively. Inasmuch as the spanwise
flow direction was assumed to be homogeneous, only the coef
ficients Cll, Cn, and C12 were determined of which only positive
values were considered. Furthermore, signs of transition first
emerge within the downstream free shear layer (Koseff and
Street, 1984a). By knowing this information a priori, it is also
possible to perform quality checks on the model in terms of
the turbulent eddy viscosity magnitudes and distribution. In
the following figures, the turbulent eddy viscosity (v:J is nor
malized by the kinematic viscosity. Since the TOL vortices
severely disturbed the basic features of the recirculating flow,
the model quality was inspected only on planes lying between
the spanwise vortex pairs.

The best set of fully averaged correlation coefficients at
tained from a parametric study of the DNS results was
Cll = 0.30, C22 = 0.29 and C12 = 0.31. The corresponding global
model constants are m = 8.0, n = 0.14 and Cs = 0.1. Distribu
tion of the Cl2 coefficient, plotted in Fig. 9, shows pockets of
nearly perfect correlation close to the cavity walls and near
,the region of downstream free shear layer. Notice that the
poorest correlations occur primarily where the model v; levels
are expected to be low. As an example, see Fig. lOa where the
highest v; levels found in the individual recirculation planes
are shown for the DNS results at completion of the simulation.
This figure also reveals that the model predicts v; magnitudes
and distributions in accordance with the experimental obser
vations.

As a final note, the model constants as acquired from the
Re = 5000 simulation were also checked against DNS results
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Fig. 7 Time traces (a) and (c) and power spectra (b) and (d) of horizontal and vertical velocity components near the downstream tree shear 
layer for test case Re = 5000 

from a higher Reynolds number test case (Re = 7500) where 
the flow is locally transitional (Koseff and Street, 1984a). The 
highest c* levels computed on the individual recirculation planes 
are shown in Fig. 106. Indeed, the peak levels of v*T are con
centrated within the downstream free shear layer which is in 
agreement with the experimental data. 

LES Results. For the LES computation of the cavity flow, 
the Reynolds number was 10000. Shown in Figs. 11(a) and 
11(b) are snapshots of the velocity field at a sample time Tr = 6.5. 
The spanwise velocity vectors represent flow at the xs0 .77 
plane while the DSE region is shown at various planes between 
the TGL vortices. Besides the corner vortex, the spanwise ve
locity vectors show five additional vortex structures that appear 
distorted when compared to the DNS results at the lower Reyn
olds number (Re = 5000). Breakdown of the TGL vortex struc
ture is due to the onset of turbulence within the adjacent 
downstream free shear layers. Prasad and Koseff (1989) 
(SAR=1.0) and Koseff and Street (1984a) (SAR = 3.0) also 
reported a loss of TGL vortex structure at this Re, but were 
unable to visualize the vortex flow patterns due to the rapid 
lateral dispersion of the dye streaks. The existence of the vortex 
structures and their streamwise extent is further illustrated in 
Figs. 12 and 13 in the form of stream function contours. In 
Fig. 12, these contours are computed on each recirculation 
plane (x-y) as if the flow were 2D and then stacked side-by-
side from the spanwise end-wall to the symmetry plane. The 
stream function contours in Fig. 13 are computed similarly on 
the z-y planes and then stacked in the x-direction from the 

-1.00 -0.75 0.60 -0.25 -0.00 0.25 
U VELOCITY 

0.50 0.75 1.00 

Fig. 8 Quantitative comparisons between the DNS results and exper
imental data (Prasad and Koseff, 1989) in terms of the centerline mean 
velocities at the cavity mid-span plane 

downstream to the upstream walls. In both figures, only the 
stream function contours from the lower half of the cavity are 
shown. The marking of grid lines in Fig. 13 and in the velocity 
vectors (Fig. 11(b)) help quantify the intensity, spanwise size 
and streamwise extent of each vortex. The instability mecha
nism of TGL vortex generation still exists at this Re as evi-
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Fig. 9 Distribution of correlation coefficient C12 in Eq. (7) using damping 
parameters m = 8.0 and n = 0.14 and Smagorlnsky constant Cs = 0.1 in 
turbulence length scale definition of Eq. (6). Correlation computed from 
DNS data taken at completion of test case Re = 5000 (Tr= 181.0). 

denced by the vortex structure created above the DSE between 
grid lines k = 49 and fc = 62. Like the DNS results, neither the 
TGL vortices nor the corner vortex interact with the USE. 
Thus, the basic structure of the USE remains intact throughout 
the cavity span. On the other hand, the irregular development 
of the DSE in the spanwise direction suggests complex inter
actions between the unsteady effects of the primary recircu
lation vortex and the TGL vortices. As an example, Koseff 
and Street (1984b) and Prasad et al. (1988) reported appear
ances of spiraling spanwise motions within the DSE which they 
attributed to its interaction with the local vortices. Verification 
of their observation as well as uncovering other interactions 
are presented next. 

Between the spanwise vortices shown in Fig. 13, the stream 
function contours form four surfaces that give a cave-like 
impression. Beneath these surfaces, the basic two-dimensional 
structure of the DSE develops due to separation of the primary 
recirculation vortex from the downstream wall (see Fig. 1 l{a)). 
The vortices adjacent to the DSE strongly influence its spanwise 
characteristics. An attempt to understand these complicated 
characteristics as well as the other flow features of the 3D 
cavity at Re= 10000 is illustrated in Fig. 14 at the sample time 
Tr= 6.5. There, five sets of particle traces were initiated either 
within the DSE region or the outer extremes of the primary 
recirculation vortex; in particular, the first computational point 
off the downstream wall (x = 0.99). Also, each set originated 
half way up the downstream wall (y = 0.5) except set number 
five which started at j> = 0.05. Set number 1 contains three 
particle traces that were initiated directly over the center of 
the large TGL vortex (grid line k= 10). After release, all three 
particles were entrained by the downwash flow of the large 
vortex. Their spiraling path then trans versed streamwise only 
a short distance before being entrained by the upwash region 
of the vortex as given by the mid-span recirculation flow. 
Particles from sets three and four had a similar fate. Set number 
three initiated above and to the left of the TGL vortex at grid 
line £ = 28 while set four originated between the TGL vortices 
marked grid lines k- 28 and k= 36. Initially, each particle was 
convected by the primary recirculation vortex which traced a 
path that coincides with the streamline surface shown in Fig. 
12. As the particles neared the cavity bottom, they were en
trained by the respective vortex instead of the DSE. The reason 
for this is illustrated by particle sets two and five. Set two 
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Fig. 10(b) 

Fig. 10 Turbulent eddy viscosity levels (normalized by the kinematic 
viscosity) computed from DNS data taken at completion of simulation; 
(a) Re = 5000 and (b) Re = 7500 

started above and to the right of the TGL vortex at grid line 
fc = 28 while set five was centered just above the tiny flow 
structure that is positioned between grid line k = 62 and the 
end wall. As the particles of set two approached the cavity 
bottom they were entrained by the DSE. However, because 
the large adjacent vortex induced a dominant spanwise velocity 
component on the DSE, the particles traced a broad spanwise 
spiral which turned quickly streamwise once fully entrained 
by the vortex. This spanwise spiral within the DSE region is 
also traced by particle set number five. From these observa
tions, we can conclude that the streamwise extent of the TGL 
vortex structures shown in Fig. 13 are sustained through two 
patterns of fluid entrainment. Close to the downstream wall, 
these vortices entrain fluid from the adjacent DSE regions 
which in turn extract fluid from the primary recirculation vor
tex. As mentioned earlier, this flow pattern was also observed 
locally in the 3D cavity in the flow visualization experiments. 
Upstream from the DSE region however, the TGL vortices 
entrain fluid from the primary vortex directly. Loss of the 
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Fig. 11(a)

Fig. 11(b)

Fig. 11 Velocity vectors Illustrating (a) regions of the downstream sec·
ondary eddy and (b) TG L and corner vortices for LES test case Re =10000
at relative time T,=6.5

CAVITY FLOOR

Fig. 14 Five sets of particle traces illustrating the interaction among
the primary recirculation vortex, downstream secondary eddy and TGL
and corner vortices of the LES computation at relative time T, = 6.5

Fig.13 Stream function contours showing the TGL and corner vortices
in the LES computation of the shear·driven cavity flow at Re = 10000 and
relative time T, = 6.5
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Flg.12 Stream function contours showing the downstream (OSE) and
upstream (USE) secondary eddies in the LES computation of the shear·
driven cavity flow at Re = 10000 and relative time T, = 6.5

vortex structure occurs upstream once the primary vortex sep
arates from the cavity bottom.

Having this understanding of the flow pattern within the
DSE region, the tiny flow structure between grid line k = 62

and the span's end wall is another vortex pair. Creation of
this secondary vortex pair is due to the opposing spanwise
viscous interactions of the corner vortex, the adjacent TGL
vortex and the no-slip condition along the cavity bottom. Above
its center position lies an imaginary surface within the DSE
region that demarcates fluid entrained by the corner vortex
apart from that extracted by the adjacent TGL vortex. The
existence of this flow surface is illustrated by the right and left
particle traces in set number five. As shown in Fig. 14, the
spanwise spiral trace of each particle is in opposite directions.
Thus, these particles started on opposite sides of the flow
surface. Because the adjacent TGL vortices change size and
meander along the cavity floor over time, the flow surfaces
and corresponding secondary vortices are not stationary. As
a matter of fact, flow visualizations of the numerical results
showed extremely complicated dynamics that governed these
tiny structures. However, their impact on momentum and en
ergy transfer throughout the cavity was never significant.
. We will now discuss the effects of the symmetry plane as

sumption on these LES results. Koseff and Street (1984c) noted
that the mean recirculation flow in the 3D cavity with SAR = 3.0
became similar when the Reynolds number was increased to
10000. By examining the comparisons between the computed
center-line mean velocity profiles and the experimental results
in Figs. 15(a) and 15(b), one can see that this is indeed the
case. While the experimental data is at the mid-span plane,
the computed profiles are shown along the center-line of re
circulation plane z= 0.28; hereinafter called the K15 plane. In
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Fig. 15 Comparison between LES and experimental (Koseff and Street, 
1984c) results in terms of centerline mean velocity profiles: simulation 
profile at K15 plane (z = 0.28) and experimental data measured at mid-
span plane; (a) U-velocity, (b) V-velocity 
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Fig. 16 Profiles of centerline horizontal and vertical RMS velocity fluc
tuations; LES profiles are at the spanwise K15, end and mid-span planes 
while experimental data taken at the mid-span plane of cavity with span-
wise aspect ratio equal to 1.0; (a) horizontal, (b) vertical 

both profiles, the averaged error (as compared to the data) is 
less than 2 percent. Thus, the symmetry plane assumption has 
a negligible effect on the mean recirculation at the K15 plane 
and throughout the remainder of the cavity span. Unfortu
nately, no center-line Reynolds stresses or turbulent velocity 
fluctuations were published of the 3D cavity flow with 
SAR = 3.0. However, data was reported by Prasad and Koseff 
(1989) at the mid-span plane for SAR= 1.0. Quantitative com
parisons between that data and the LES results at the mid-
span, K15 and end planes are shown in Figs. 16(a) and 16(6) 
in terms of the centerline root-mean-square (rms) velocity fluc
tuations. The end plane profile in each figure was computed 
at recirculation plane z= 1.25. Both figures clearly show large 
discrepancies between the computed and experimental mid-
span plane rms results. Conversely, rms profiles at the K15 
and end planes agree reasonably well with each other as well 
as with the experimental mid-span plane data. Furthermore, 
the computed profiles extend the overall observed trend that 
turbulent kinetic energy is lost near the cavity walls when the 
cavity SAR is reduced (Koseff and Street, 1984b and Prasad 
and Koseff, 1989). Hence for this test case, these observations 

along with the experimental agreement of the computed mean 
recirculation flow illustrated a localized effect of the spanwise 
symmetry plane assumption on the LES results. 

Finally, we could pose the following questions. Do these 
LES computations support the explicit understanding that tur
bulence dominates the flow characteristics near the down
stream free shear layer? And at this Reynolds number, what 
are the spatial distributions of the velocity fluctuations else
where in the cavity? Figures 17(a) and 11(b) show the energy 
spectrum of the velocity fluctuations calculated from a Tr= 90 
sample record taken in the vicinity of the downstream free 
shear layer. Both spectral profiles display an inertial subrange 
with about an order of magnitude larger energy content within 
the vertical fluctuations. This result as well as the bandwidth 
over which the inertial subrange occurs agree with similar anal
yses conducted on the experimental data (Kaseff and Street, 
1884c). In Figs. 18(a) and 18(&), distributions of the vertical 
rms fluctuations and shear stress component u''v' at the K15 
plane indeed disclose highest levels within the downstream free 
shear layer region. However, one should note that the rms 
levels of the vertical velocity fluctuation are also significant 
along the downstream wall. 

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116 / 447 
Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



104 

2 10° 

10" 
FREQUENCY 

Fig. 17(a) 

10-1 
1 

10° 
FREQUENCY 

Fig. 17(b) 

Fig. 17 Power spectra of velocity components near the downstream 
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Conclusions 
The direct numerical simulation (DNS) and large eddy sim

ulation (LES) methodologies are used to study the unsteady 
and turbulent characteristics of the three-dimensional shear-
driven cavity flow at Reynolds numbers 5000 and 10000. Based 
on the numerical results, the following conclusions about this 
flow are offered: 

At Re = 5000 (DNS results), the flow is laminar, but the 
three-dimensionality and unsteadiness severely disturbs the 
basic structure of the classic recirculation flow features. The 
Taylor-Gortler-like (TGL) vortices change rapidly in size and 
they meander only locally. We predicted 9 TGL vortex pairs 
spanning the cavity bottom with one straddling the mid-span 
plane. The flow remains fully deterministic. 

At Re= 10000 (LES results) the instability mechanism for 
TGL vortex generation still exists, but the vortices themselves 
have now become distorted due to the onset of turbulence 
within the downstream free shear layer. Their physical char
acteristics throughout the 3D cavity vary randomly. The com
bined effects of the primary recirculation vortex and the TGL 
and corner vortices cause a complicated irregular development 
of the downstream secondary eddy (DSE). Near the down
stream wall the TGL vortices extract fluid from the down
stream eddy region which concurrently entrains fluid from the 
primary recirculation vortex. Upstream of the downstream 

Fig. 18(b) 

Fig. 18 Distributions of the (a) vertical RMS fluctuations and (b) u V 
turbulent shear stress component at the K15 plane (z=0.28) 

eddy region, the TGL vortices entrains fluid directly from the 
primary vortex. Lastly, secondary vortex pairs are created in
termittently within the DSE region due to the viscous inter
actions among the adjacent larger vortices and the cavity floor. 

Although the constants of length scale damping function in 
the SGS turbulence model were estimated from a DNS com
putation of a deterministic flow, the spatial distributions of 
the vertical rms fluctuations and shear stress as given by the 
model for the turbulent flow agreed with the experimental data. 
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A Study of Blast Effects 
Inside an Enclosure1 

A study of blast effects inside an enclosure was performed for a 1-lb C4 charge 
placed at the center of a rectangular bunker. The prediction based on the Euler 
equations shows good agreement with the test data. Predictions calculated by the 
method of images were also obtained to help illustrate the internal shock reflection 
effects. The results show that the confined blast loading is more complex than the 
free field loading due to internal shock reflections and interactions. Focusing of 
multiple reflections is possible and may cause significant late time loadings. 

Introduction 
A blast field is generated when a high energy explosive is 

detonated. A blast flow field is dominated by moving shock 
waves with significant destructive capabilities. Blast studies 
can be divided into two major categories, namely, free field 
blasts and confined blasts. Research efforts in studying blast 
effects usually focus on developing hardening technologies to 
protect military targets, such as tanks, vehicles and bunkers. 
However, human injuries can occur at blast levels much lower 
than those that cause equipment damage (Philips, 1986). There 
is an ongoing need to study the blast flow fields in detail at 
levels relevant to human effects. Recently, there is an increased 
interest in studying confined blasts for small charges to help 
design new aircraft luggage containers hardened against ter
rorist bombing up to the detectable level. 

A confined blast field can be generated by the explosion of 
a penetrated shaped charge inside an armored personnel vehicle 
or the detonation of a small smuggled terrorist bomb inside a 
confinement. Due to multiple shock reflections, the blast field 
inside an enclosure is more complex than in the free field. The 
characterization of blast loading depends heavily on experi
mental scaling (Heap, 1987). Free field explosion scaling in
volves mainly the charge energy and the standoff distance. 
However, for confined blasts, there are several combinations 
of geometric parameters such as the size and shape of the 
enclosure, and the relative location of the explosive and the 
target to each other and to the surrounding walls. Scaling and 
semi-empirical modeling usually overlook the details of the 
shock reflection effects (Britt and Drake, 1987; Army Corps 
of Engineers, 1986). More accurate analytical studies are needed 
before a satisfactory data base can be established for confined 
blast effects. The application of computational fluid dynamics 

This paper was presented at the 62nd Shock and Vibration Symposium spon
sored by the Defense Nuclear Agency in Springfield, VA, October 29-31, 1991. 
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(CFD) technology can provide a comprehensive simulation of 
the multiple shock reflection effects inside an enclosure. 

This paper presents a study of the blast effects inside a 
rectangular bunker. Results from Euler computations were 
compared against experimental data. Calculations were also 
obtained by the method of images (MOI) to illustrate the con
fined shock reflection effects. 

Experiment 

A series of confined blast experiments was sponsored by the 
US Army Medical Research and Development Command and 
performed at the Los Alamos National Laboratory (Dodd, 
1990). The two experiments selected for the present compu
tational study consist of detonating 1 lb of C4 explosive at the 
center of a 10 x 8 x 8 ft rectangular steel bunker. Figure 1 
shows the plan views of the two test configurations across the 
mid-horizontal plane of the bunker. The present study focuses 
on comparing the calculated results with the measured data 
for the front, left and corner free sensors. These are Susque
hanna Model ST-2 gauges pointing vertically upwards and 
located on the same mid-horizontal plane as the charge. Their 
responses will reveal the shock reflection patterns inside the 
bunker. Data analyses show that the overall gauge measure
ments have an error margin of ±20 percent. Figure 1 shows 
that each test also collected loading data on a 12 x 30 in. steel 
cylinder and two small sheep that will not be addressed by the 
present study. 

Euler Simulation 
• The advantage of a full Euler simulation is the self-consistent 

capturing of the shock reflection and interaction that is im
portant for predicting the blast effects in an enclosure. A time-
dependent three-dimensional Euler simulation was performed 
using JAYCOR's Equation Independent Transient Analysis 
Computer Code, EITACC. The EITACC code solves the full 
time-dependent three-dimensional Navier-Stokes Equations by 
semi-implicit finite difference. It has been successfully applied 
to a wide range of gas dynamics problems, including com
bustion (Chan et al., 1988; Chan and Klein, 1989; Klein and 
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Chan, 1989). The stress terms were suppressed for the present 
investigation. 

The governing equations are presented in cartesian x-y-z 
coordinates as follows. 

The continuity equation is 

dt 
a a a 

— pu+-~ pv + — pw 
dx dy dz 

= 0 (1) 

The three momentum equations are 

JtpU + — puu + — puv + —- puw 
dx dy dz 

dP 

dx 

dt pv + 

dt pw + 

a a a 
— pvu + — pvv + — pvw 
dx dy dz 

"a a a 
— pwu + — pwv + ~ pww 
dx dy dz 

dP 

~~dy 

dP 

~~ dz 

(3) 

(4) 

t is the time coordinate, u, v, and w are the velocity components 
in x, y, and z directions, respectively, p and P are the density 
and pressure. 

The conservation equation for the total specific enthalpy H 
is 

a 
JtpH+ 

rl /} rl 

— puH+—puH+-~ puH 
dx dy dz 

dP 

' dt 
(5) 

Viscosity and heat conduction effects were assumed negligible 
for the present computation. 

The equation of state is modeled by the ideal gas law as 

P = pRT (6) 

where R is the gas constant and Tis the temperature. The total 
specific enthalpy is 

1,2 
T „ „ P NT 

H=C„T+y-~ (V) 

where Cp is the constant pressure specific heat. 7 and M are 
the ratio of specific heats and Mach number. 

The numerical method used is similar to the semi-implicit 
method of Liles and Reed (1978), and Chan et al., (1986). The 
method was first developed for solving complex two-phase flow 
equations, but has also been successfully applied to subsonic-
supersonic flow with combustion. It provides full coupling of 
the primitive variables to pressure and thermodynamics. The 
pressure is fully implicit, which is advantageous in solving 
coupled subsonic-supersonic problems. The integration of the 
advection and diffusion terms is explicit in time. The third 
order QUICK differencing scheme developed by Leonard (1979) 
was used for the advection terms. The EITACC code employs 
staggered grid convention by placing momentum variables on 
the computational cell faces and scalar variables at cell centers. 
Cell size dimensions can be nonuniform. 

As the dependent variables of each computational cell at (x, 
y, z), with index referenced as (/, j , k), are advanced in time 
from level n to n + 1, they are coupled through a matrix 
representation as 

[A][Q] = [S] (8) 

where the column matrix Q contains the dependent variables, 

Nomenclature 

aQ = 
CP = 

e = 

H = 

M = 
P = 
Pi = 
Pj = 

^ 0 = 

Pr = 

ambient sound speed 
constant pressure specific heat 
specific energy per unit mass of 
explosive 
specific total enthalpy per unit 
mass 
Mach number 
pressure 
the peak value of the blast wave 
the individual reflected blast 
wave 
ambient pressure 
reflected overpressure 

Ps 
R 

R 
T 
t 

t' 

t 
tc 

u 
V 

= side-on overpressure 
= gas constant; or charge stand 

off distance 
= nondimension'al scaled distance 
= temperature 
= time 
= time after the arrival of the 

blast wave 
= nondimensional scaled time 
= positive duration of the Fried-

lander blast wave 
= velocity in x-direction 
= velocity in ^-direction 

w 
W 
x 

y 

z 

y 
0 

p 

velocity in z-direction 
charge weight 
Cartesian coordinate in x-direc-
tion 
Cartesian coordinate in y-direc-
tion 
Cartesian coordinate in z-direc-
tion 
ratio of specific heats 
angle of incidence between the 
incident blast wave and sensor 
orientation 
density 
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(
aH) II (aH) IIHII+I=HII + aT (T"+I_TII)+ ap (PII + 1_PII ) (11)

The source vector Sin Eq. (8) contains known information

The coefficients of the matrix A are formulated from Eqs. (1)
to (7). The governing conservation equations (Eqs. (1) through
(5)) are integrated over a cell by the finite volume approach,
coupling the scalars in the cell center and momentum vectors
across the cell faces. QUICK differencing is used for advection
terms, and central differencing is used for diffusion terms.
Equations (6) and (7) are linearized as

(a)11 (a )11pll+l=pll+ a~ (TII+I-TII )+ a; (PII+I-PII ) (10)

and

from the previous time level n. By a series of Gaussian elim
inations of Eq. (8) for all the computational cells, a final system
of linear equations for the pressure throughout the entire com
putational domain can be obtained as

Equation (12) is usually solved by an alternating direction line
successive overrelaxation (LSOR) method. Once the pressure
is known, all the other dependent variables can be back-solved
from Eq. (8).

When solving problems involving the presence of shock
waves, the fourth order MacCormack shock damping method
is used (MacCormack and Baldwin, 1975).

The calculation modeled one octant of the empty bunker.
The effects of the small obstacles were neglected. Significant
savings in computation time was achieved by making use of
the 1/8 symmetry. Uniform 1.1 in. computational cells were
used that resulted in 105,600 computational cells. The charge
was represented by a high pressure and temperature zone equiv
alent to the energy of the explosive at time zero. The calculation
was performed on the HP Apollo 700 desktop workstation.

Figures 2 and 3 present some computed results on the mid-

(12)=[D]

11+1
P;.j,k

P;+I,i,k

Pi-I,i.k

P;.j+I,k

Pi,i-I,k

P;.j.k+1

P i,i,k-l

. [B]

(9)

ll+1PUi.j,k

PUi,i,k

PWi,i,k

Hi,i,k

Ti.j,k

Pi,i,k

P i+ 1.j,k

P i --;l.j,k

Pi,i+l,k

Pi,i-I,k

Pi.j,k+ I

Pi.j,k-I

[Q]=

(a) Time. 0,007 ms (b) Time· 0.53 ms (e) Time. 1.03 ms

(d) Time = 1.99 ms (e) Time. 2.99 ms (f) Time. 3.99 ms

(g) Time. 8.99 ms (h) Time. 9.99 ms

Pressure (kPa)

(I) Time. 14.99 ms

Fig. 2 Overpressure contours on the mid·horizontal plane
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Fig. 3 Vector plots on the mid-horizontal plane 

horizontal plane of the rectangular bunker. Figure 2 shows the 
overpressure contours in an isometric view, and Fig. 3 shows 
the corresponding vector plots in a plan view. 

Figures 2(a) and 3(a) show the early concentrated explosive 
zone at 0.007 ms. Figures 2(b) and 3(b) show the expanding 
free shock at 0.53 ms that has just passed the front sensor and 
is about to reach the left sensor. Figure 2(b) also shows that 
the center region of the bunker is rarefied after the initial 
explosion, with the pressure dropping below the ambient value. 
This rarefaction is due to the overexpansion of the initial blast 
field. This rarefied center region will implode quickly and 
radiate a secondary pressure wave outwards, as shown in Figs. 
2(c) and 3(c). Figure 2(c) also shows that the free shock is 
passing the corner sensor at about 1 ms, and part of the free 
shock is reflecting from the front and back walls. Since the 
bunker has a square cross-section, the shock is also reflecting 
from the top and bottom walls simultaneously. 

Figures 2(d) and 3(d) show that the initial free shock has 
reached all the bunker walls, and the reflected shocks are 
converging at the bunker center and interacting with the out
flowing secondary shock formed by the postblast center im
plosion. Figures 2(e) and 3(e) show that the converged shocks 
radiate outwards again and interact with the shocks reflecting 
off the four vertical bunker edges. Figures 2 (/) and 3 (f) show 
that the reflected shocks are reconvening to the bunker center 
the second time. Shock reflections and shock-shock interac
tions will continue and generate complex flow fields, as shown 
in Figs. 2{g-i) and 3(g-i.) 

The Euler results show that shock patterns inside an enclo
sure are much more complex than in the free field. The loading 
on an object in the free field depends primarily on the standoff 
distance between the charge and the object, but an object inside 
an enclosure will receive repeated loadings from multiple shock 
reflections. 

Method of Images (MOI) 
The blast effects inside an empty bunker can also be cal

culated by the method of images (MOI) analogous to optical 
ray tracing. A calculation of the internal blast waves was per
formed using JAYCOR's BWAVES code based on the method 
of images (Kan, 1991). The blast waves are produced by the 
explosive source and reflected images off the bunker walls. 
Figure 4 illustrates a third order reflected wave arriving at the 

Fig. 4 Illustration of a third order reflection 

Fig. 5 Illustration of a Friedlander wave 

sensor from the source charge at the bunker center. The tertiary 
image T412 comes successively from the secondary and primary 
images S41 and P4, respectively. 

The pressure-time history P(t) is computed as the sum of 
all blast waves, Pj (t), that can be viewed at the sensor location 
of interest, 

P(t) = J]Pj(t) (13) 
y=i 

The total number of blast waves, N, is controlled by the 
order of reflection desired for each calculation. Each individual 
blast wave generated by the charge or an image is assumed to 
be a Friedlander wave expressed in the nondimensional form 
as 

PjU)_P, 
Po A> 

1 
t__ ,-Ht'/td) (14) 

where the wave form is illustrated in Fig. 5. P, is the peak 
incident overpressure, and P0 is the ambient pressure, t' is the 
time measured from the wave arrival time ta. td is the positive 
duration, and b is the exponential shape parameter. The pa
rameters for the Friedlander wave were taken from the blast 
data compiled by Baker (1973). 

The blast data compiled by Baker correlate the normalized 
peak reflected overpressure, Pr/P0, and the peak side-on ov
erpressure, Ps/P0, with the nondimensional scaled distance R, 

R = 
RPlon 

(We)m (15) 

where R is the charge standoff distance, Wis the charge weight, 
and e is the specific energy per unit charge weight. For C4 
explosive, e is 6.314 X 106 J/kg. Time is also scaled as 
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where «o is the ambient sound speed. 
The peak incident pressure, P,, is expressed as 

(16) 

Pr-

— cos (0) + — sin (5) 
Po Po 

<Po 
[1+0.25 cos(0)]S 

S (O<0<TT/2 ) 

( T T / 2 < 0 < T T ) 

(17) 

where 6 is the angle of incidence between the incident blast 
wave and the orientation of the sensor. S is the wall surface 
reflectivity factor selected as 0.8. 

The MOI algorithm is extremely efficient and provides de
tailed tracking of wave reflections. However, at higher charge 
weights and with the presence of complex blockages, the MOI 
is deficient in capturing nonlinear shock-shock interaction and 
wake effects. 

A wave tracking analysis of the MOI results elucidates the 
effects of multiple reflections for a confined blast. Figure 6 
shows the MOI results for the front sensor by comparing the 
calculated responses based on increasing orders of reflections. 
The curves in Figure 6 are each offset by 400 kPa. The top 
curve shows the response without any reflection, which is 
equivalent to the free field response without the bunker walls, 
where the loading is over in less than 1 ms. The second curve 
shows the first order results that indicate the effects of the 
primary reflections from the six walls from 1.5 to 6 ms. The 
first primary reflection is the immediate reflection from the 
front wall, followed by reflections from the top and bottom, 
the left and right, and the back walls. The third curve shows 
the effects of second order reflections dominating from 6 to 
11 ms. The bottom curve shows the calculated sensor response 
up to the fifth order. Compared to the previous three curves, 
the fifth order results show that the third and higher order 
reflections are still well sustained between 10 to 20 ms. 

Data Comparison 
Figure 7 shows the data comparison for the front sensor. 

The Euler results follow closely with the data in both magnitude 
and timing. The measured free shock side-on peak overpressure 
of about 600 kPa at 0.4 ms was well reproduced by the Euler 
and MOI calculations. The MOI results agree well with the 
data before 6 ms. Beyond 6 ms, the MOI results show a slight 
time lag error. This time lag error is due to the use of the 
constant ambient sound speed a0 in Eq. (16) for time scaling 
that is inherent when using Baker's free field blast data. How
ever, in reality the shocks travel through a highly heated me
dium with increased sound speed due to multiple shock 
reflections. 

Both the computed results and the data in Fig. 7 show that 
shock reflections can continue at significant magnitudes even 
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Fig. 7 Comparison of predictions with data for the front sensor 

Fig. 8 Comparison of predictions with data for the left sensor 

at 10 time scales beyond the passing of the initial free shock. 
From 2 to 12 ms, the resultant shock pressures at the front 
sensor location range from 1/3 to 1/2 of the first peak value. 

Figure 8 shows the data comparison for the left sensor which 
is 46 in. from the charge. The initial free shock arrives at about 
1 ms with a peak value of about 420 kPa which was well 
reproduced by the Euler and the MOI calculations. The MOI 
results show fair comparison with the data before 10 ms and 
suffer from time lag error due to the use of a constant sound 
speed for time scaling as discussed earlier for the front sensor. 

Both the data and the Euler results in Fig. 8 show that the 
multiply reflected shocks arrive at the left sensor location in 
a more synchronized pattern than at the front sensor location 
(Fig. 7). This synchronized pattern produces pressure pulses 
at 4 and 9.5 ms comparable to the initial free shock strength. 
This must be due to the fact that the left sensor is located at 
the center of the square cross-section of the bunker. The square 
cross-section provides a symmetry that focuses the shock re
flections more effectively onto its center line where the left 
sensor is located. The focused shock patterns at 4 and 9.5 ms 
can be observed in Figs. 2 (/) and (h) and Figs. 3 (/) and (h). 
The front sensor does not show such a synchronized reflection 
pattern, because it is located at the center of a rectangular 
cross-section with less symmetry. 

The calculated Euler results in Fig. 8 show a general ov-
erprediction for the two focused spikes at 4 and 9.5 ms, al
though the timing comparison remains excellent. Since the 
calculation was performed for an octant of the bunker with 
perfect symmetry, it should produce the most perfect shock 
focusing effects. It is unlikely that the experiment would achieve 
such a perfect focusing. A slight misalignment between the 
charge and the probe can disrupt the perfect symmetry. Figure 
9 compares the measured data with the calculated results at a 
location 3.5 in. off axis from the intended probe location. 
Figure 9 shows that the calculated peak values at 4 and 9.5 
ms were reduced by 40 percent with excellent data agreement. 

The results in Figs. 8 and 9 show that the late time shock 
focusing can be significant along lines of symmetry for a con
fined blast. Even though each reflected shock becomes weaker, 
the merging of a few reflected shocks together can be as strong 
as the initial shock. Shock focusing effects should be carefully 
studied when designing blast shielding for confined blasts. 
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Figure 10 shows the data comparison for the corner sensor 
which is 56 in. from the charge. This sensor measures the lowest 
initial shock peak pressure of about 100 kPa, because it is the 
farthest from the charge. Both the Euler and the MOI results 
show fair comparison with the data. The Euler results still 
agree with the data better, especially at late times beyond 10ms. 
Compared to the front and the left sensors (Figs. 7 and 8), the 
corner sensor shows the least synchronized reflection. This may 
be due to the fact that the sensor is located near a corner region 
without much geometric symmetry where wave reflections are 
more likely to be out of phase. 

The calculated results presented based on 1.1 in. cell reso
lution (105,600 cells) were considered adequate for the esti
mation of biological tissue structural responses. A doubling 
of the resolution in each direction will require 844,800 com
putational cells and will far exceed the capacity of the available 
HP Apollo 700 desktop workstation. The typical structural 
response time for biological tissues is on the order of 5 ms. 
Although injuries are caused by shock loadings instead of 
quasistatic overpressure, injuries are usually not caused by high 
frequencies. 

To quantify the effect of cell resolution, Fig. 11 compares 
the results based on a 1.1 in. cell size to those obtained from 
a 2 in. cell resolution. Both calculations generally follow each 
other, and the free shock response is not affected significantly 
by the resolution before 2 ms. Slight differences gradually 
develop as multiple reflections continue beyond 2.5 ms. The 

results based on 1.1 in. cells produce sharper peaks and higher 
order modes, with fluctuations within 1 ms clearly observable. 
Computer memory limitation prevented further grid refine
ment which would be expected to add higher order modes to 
the calculated responses. 

The detailed comparison between calculation results and 
measured data has provided in-depth understanding of the 
confined blast effects. Since nonlinear shock reflection and 
shock-shock interaction is self-consistently modeled by the Eu
ler method, it is more accurate than the MOI calculation. The 
MOI calculation will be deficient in modeling confined blasts 
with complex configurations, such as blockages and shields, 
since complex flows with wakes and recirculations are not 
analogous to optical reflections (Stuhmiller et al., 1991). 

Conclusion 
A numerical study of the blast effects inside a rectangular 

bunker was successfully performed. The results show that mul
tiple shock reflections can continue at significant magnitudes 
for a long period. Geometric symmetries can cause multiple 
reflected shocks to converge with strength comparable to the 
initial free shock. Euler code simulations can be a valuable 
analytic tool to help understand and extend the data base for 
confined blasts. 
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The Minimum Drag Profile in 
Laminar Flow: A Numerical Way 
It would be of interest to engineers and scientists to know the shape of the body of 
a given volume that will have minimum drag when moving through a viscous fluid 
at constant speed. It would be extremely useful if one could devise an evolution 
procedure that can evolve the minimum drag body in a logical and an orderly manner. 
Such a procedure was suggested by Pironneau for laminar flow wherein optimality 
conditions derived using optimal control theory were used in a non-linear gradient 
algorithm. The literature cites an attempt of the procedure at high Reynolds number 
where for each iteration in the evolution process, the flow field required an outer 
and an inner solution and the calculation of the gradient optimality condition re
quired the solution of the co-state equation, a type of boundary layer equation. 
This paper addresses the direct simulation of the governing elliptic partial differential 
equations, viz., theNavier-Stokes and the co-state equations. Even though the latter 
has no simple mechanical interpretation, capitalizing on its resemblance to the 
former, this paper shows how the solution to the co-state equation could be obtained 
by simply adapting an existing Navier-Stokes code. Solution of the flow field and 
the calculation of the necessary criteria required in the evolution process are also 
discussed. The novelty of this direct approach is to make the evolution process more 
general, arbitrary and less complex. The prof He evolution is demonstrated for flows 
at different Reynolds numbers. 

1 Introduction 
Nature experimented with myriad trial shapes by life and 

death process for periods over millions of years and using the 
mechanism of gene mutation and "the survival of the fittest" 
natural selection process evolved low drag profiles. A striking 
example is the profile of a trout which when viewed from 
above resembles a low drag airfoil designed by rational man. 
It is both challenging and interesting to see what engineers can 
do in relatively shorter periods of time about the evolution of 
such minimum drag profiles in laminar flows. 

Recognizing the fact that the Helmholtz's functional is pro
portional to drag, Watson (1971) merged two variational prin
ciples (minimize the energy dissipated by the fluid with respect 
to the body shape and the velocity field) and with the aid of 
a numerical minimization procedure obtained an upper bound 
for the minimum possible drag on a body of given volume 
moving through a Stokes fluid. However, he did not try profiles 
with pointed ends. 

The minimum drag problem in Stokes flow is also an optimal 
control problem for a distributed parameter system governed 
by a linear elliptic partial differential equation, the control 
being the geometric element of the system. Pironneau (1973) 
solved this problem using a variational method and derived, 
for a constant volume constraint of the body, the condition 
of uniform velocity gradient normal to the boundary of the 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 13, 1992; revised manuscript received April 25, 1994. Associate Technical 
Editor: R. K. Agarwal. 

body (optimality criterion) and outlined a numerical algorithm 
using the method of steepest descent. Sano and Sakai (1983) 
demonstrated that Pironneau's algorithm indeed works by ob
taining the minimum drag profile in 2-D Stokes flow under 
an area constraint that has a fore-aft symmetry with pointed 
ends. Later, Pironneau (1974) derived a gradient optimality 
criterion for a minimum drag body in laminar flow. Glowinski 
and Pironneau (1975) attempted the complex evolution process 
numerically in 2-D laminar flow. A boundary layer splicing 
method, i.e., the inviscid/viscid patching at the outer edge of 
the boundary layer required a potential solution in the outer 
inviscid region and a solution to Prandtl's equations in the 
boundary layer. This combined with the calculation of the 
optimization criterion which required the solution of the co-
state equations in the boundary layer made the algorithm more 
complex than it already was. It was also not clear how the 
optimum step size would be obtained, if it was used at all, in 
the steepest descent method employed in the gradient algo
rithm. After the tedious solution phase, the velocity gradients 
were evaluated and the evolution of the profile was carried 
out using the algorithm mentioned. 

This type of evolution cannot be tried out for the inter
mediate Reynolds number range of 1-103 due to the type of 
the method that was used to solve the velocity field and it is 
independent of the algorithm. This paper describes a suitable 
numerical technique that overcomes the disadvantages stated 
above using the algorithm suggested by Pironneau thereby 
making it more general by choosing to solve the velocity field 
directly. The governing Navier-Stokes equations and the co-
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state equations are elliptic in character and pose for solutions, 
boundary value problems with divergence free constraints. By 
specifying the appropriate boundary conditions, the solution 
can be obtained with the aid of a finite element code. The 
evaluation of the velocity gradient and the unique unit normals 
at the vortices of the approximated boundary of the body are 
also made simple by the method of finite elements. 

In order to evaluate the gradient which is used to evolve 
profiles in laminar flow, the solution to the co-state equation 
is necessary in addition to the Navier-Stokes equation. This 
equation is linear in the co-state vector w (the Navier-Stokes 
equation is quasi-linear in the state vector u) and there is a 
way to solve this equation directly using the FEM if one is 
able to solve the Navier-Stokes equation. The method described 
here makes it possible to obtain a minimum drag body profile, 
for any arbitrary smooth starting profile, a task which is an
alytically rather cumbersome if not impossible. The pre-proc
essing and the post-processing facilities available in the latest 
FEM codes also make it possible to portray the mesh, stream
lines, contours of energy dissipation rate and the pressure. 
Hence, overall this work will also demonstrate that the choice 
of a more general and less complex, even though less elegant 
numerical process is indeed the right way when one is con
fronted with a complex optimization problem in fluid me
chanics. 

2 Theoretical Background 

Assuming the flow velocity Ua to be in the x-direction (with 
the associated unit vector f), the component of the stress vector 
acting on a surface with unit normal n, in the ^-direction is 
given by the Cauchy's formula (Fung, 1980) 

T" = axxl+ayxm, (2.1) 

where axx and ayx are the normal and shear stresses respectively 
and / and m are the direction cosines. The above formula gives 
the drag at a point on a boundary. The total drag force Db, 
in the x-direction is obtained by integrating this expression 
along the boundary of the body. 

\axJ + axvm\dT 

du 
I] -p + 2n 

dx + ixm 
dv du 

dx dy 
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Fig. 1 Mesh discretization of flow domain with boundary conditions 

The energy dissipation function in 2-D Cartesian coordinates 
is given by (Bird et al., 1960) 

— + 
du dv 

dy dx 
(2.3) 

The energy dissipation rate <J> is the product of dynamic vis
cosity p. and energy dissipation function 4>. 

The field equations are the two-dimensional conservation 
of mass and the Navier-Stokes equations in their dimensionless 
form. Expressing the momentum equation in the stress-diver
gence form we get 

P U»VU= V - ( n - p I ) , (2.4) 

where I is the unit tensor. Integrating this equation over the 
entire domain 0, we get 

pU .VUdO= v ( n - p I ) e ? Q . (2.5) 

Now (refer to Fig. 1), let T0 be the boundary of the body 
over which the drag is to be obtained and r „ be the comple
mentary domain boundary (comprising riniet, r top, rsymm and 
rexit) which encloses a large volume of fluid and theoretically 
perceived to extend up to infinity. With this definition of the 
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boundaries and using Gauss theorem it can be shown that 
(Ganesh, 1991) 

( p U - v U 
Jo 

dil- \ (H-n-piQdT. (2.6) 

where the total generalized force F, exerted by the body on 
the fluid is 

' - L (n'n-pn)dT. (2.7) 

Dm is the component of F in the direction of the relative 
approach velocity and can be obtained by the dot product of 
F and the unit vector in the direction of the relative approach 
velocity. Next, we form the scalar product of Navier-Stokes 
equation with the general velocity vector U to form the energy 
equation, as follows: 

U.p(U.VU) = U K V . n ) - U - V p . (2.8) 

Using vector calculus, Gauss theorem and invoking conser
vation of mass it can be shown that 

-Uo„«F= | ALKpU„VU)tfQ+ $ C ? Q (2.9) 

where, 

AU = (U-U 0 o) ) (2.9a) 

Equation (2.9) can be used to evaluate drag De, i.e., the x-
component of F (assuming the free stream flow velocity to be 
in the x-direction) by specifying unit velocity. Note that the 
magnitude of the drag force which is a boundary quantity can 
be evaluated in term of domain integrals. This equation col
lapses to Stokes drag law equation 

•U„J)e= \ *tffi, (2.10) 

if the inertia integral term is neglected (Bird et al., 1960). 

3 Numerical Experimentation 

The finite element method is chosen because it is completely 
general with respect to geometry and material properties and 
is a result of the procedure being formulated in terms of areas 
rather than points. Furthermore, function and derivative 
boundary conditions are easily applied and the method can be 
shown to converge to the exact solution as the size of the 
elements decreases. We essentially shift our emphasis from 
relations that hold for any point in the system to relations that 
hold for the entire system. 

The eight noded isoparametric quadrilateral serendipity ele
ments were chosen with mixed order interpolation for velocity, 
pressure primitive variables. Since the flow is symmetric with 
respect to the mid-plane, only half the body and the associated 
flow domain is considered for solving the flow field. The inlet 
boundary is at a distance of five times the diameter of the 
semicircular body from the center of the body and the exit 
boundary is at a distance of ten times the diameter from the 
center of the body. The third boundary parallel to the symmetry 
boundary is at a distance of ten times the diameter from the 
center of the body. This selection of the boundaries simulate 
the far-field conditions fairly well (Taylor and Hood, 1973). 
Figure 1 shows the mesh discretization of the flow domain 
with the boundary conditions. As one can see near the body 
the size of the elements are smaller to resolve the sharp velocity 
and pressure gradients and the size of the elements become 
gradually bigger in the outward radial direction until they 
merge with the checker-board type elements. 

4 The Evolution of Minimum Drag Profile 
As shown in Section 2, the drag can be obtained by directly 

integrating the stresses on the boundary of the body, from 
force balance and from energy balance. These calculations 
possess complete arbitrariness with respect to the body shape 
and hence can be used to evaluate the drag in the actual ev
olution process, particularly when deciding on the optimum 
step size (to be explained). The Pironneau's algorithm is as 
follows: Step 1: Start with initial shape S0; Step 2: Calculate 
flow field around S0; Step 3: Calculate engineering criterion 
(or criteria), viz., the drag; E (S,); ; = 0; Step 4: Calculate 
optimization criterion on S,\ Oq (at each node). This criterion 
is a function of the velocity gradients evaluated at the node 
point from the N-S equation solution and the co-state equation 
solution (refer Eq. (4.3)); Step 5: Calculate mean value of Oq, 
Kj (average of the sum of the values at the nodes); Step 6: 
Calculate deviation at each node; dq = Oq-K{, Step 7: Define 
aq = \dq (to find optimum step size); Step 8: Calculate the shape 
and the flow field around it as a function of A; 
S(A) = {X\Xq = b(Xq — aqnq)); n? = unit normal at the node; 
b- a parameter for maintaining constant area; Step 9: Cal
culate E (A), i. e., calculate the engineering criterion (or criteria) 
as a function of A; Step 10: Calculate optimum Aopt by one-
dimensional unconstrained minimization. This step consumes 
lot of time, because for each value of A, the meshing, the 
solution of flow field and the calculation of the engineering 
criterion (or criteria) have to be carried out; Step 11: Increment 
counter, / ' = / + 1 ; Step 12: Retrieve body shape for Aopt, from 
step 10; S,+ 1; Step 13: Check for convergence, 
E(Sj-\)-E(S()<t; If yes, stop; if not, go back to step 4. 

The above algorithm utilizes the principle of the steepest 
descent method (Johnson and Riess, 1980). This minimization 
process is mathematically modelled by answering two ques
tions. At any given point, which direction represents the di
rection of steepest descent and how far should one go before 
changing directions. With the help of mean value theorem it 
can be shown that the direction of negative gradient makes 
the objective function decrease as much as possible (Step 8). 
To answer our second question, we know -£"(A) can be mini
mized by the familiar methods of single-variable calculus (Step 
10). 

The first order optimality criterion obtained by Pironneau, 
with the help of optimal control theory by the method of 
normal variations, with the area constraint for the profiles 
generated, is 

au 
dn = constant (4.1) 

everywhere on the boundary of the body (Pironneau, 1973). 
This term, referred to as the absolute value of the norm is 
evaluated as follows: 

au 
dn 

du djw 

dx dy 

dv 9y 
dx dy 

(4.2) 

When the physical system is governed by the quasi-linear 
Navier-Stokes equation, the first order optimality criterion 
obtained by Pironneau with the area constraint, for the profiles 
generated is (Pironneau, 1984), 

3U 

dn 
+ 2 au aw 

dn dn 
= constant (4.3) 

everywhere on the boundary of the body. The additional term 
appearing in the optimality criterion for the laminar flow is 
the contribution from the co-state equation. 

The co-state equation has its origin in the optimal control 
theory which relies upon calculus of variations. The main ob
jective in the calculus of variations problems is to find the 
extremals of functional or in other words to seek an optimum 
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of a previously defined cost function. When the problem at 
hand has a constraint, the method adopted for the solution is 
to find the extremal of the augmented functional by forcing 
its first variation to zero. When this is done, an auxiliary 
equation results and this is termed the co-state equation (Kirk, 
1981). The equations given below do not have a simple me
chanical interpretation, as they were obtained as the so called 
'adjoint' or the 'co-state' equations, when the first order op-
timality criterion for the minimum drag profile was derived, 
using the. method of normal variations, wherein the physical 
system is governed by the' Navier-Stokes equations. 

+ lN> 
^dM, 

1=1 dx 
dAe N, 

N, 

Na 

j=i 

dAe 

dx 
dAe 

j=i 

dAe 

d2wx d2wx 

ixT+~dy 

d2Wy d2Wy 

~dxY + ^yT 

dwx dwv 

dx dy 

du dv 
— WX+— Wy 
dx dx 

= 0, 

du dv 

d-yW* + TyW> 

+ u-—+v 
dx 

du du 
u — +v — 

dx dy 

f 
dwy 

dx 

dwx
n 

dy 

dx 

dWy 

dy 

(4.4) 

(4.5) 

N/v 
JL, d2N 

dAe = 0. (4.9) 

The outer summation is over all the elements in the domain 
and the inner summation is over the appropriate number of 
nodes in an element. In our case considered here, n = 8 and 
m = 4. From vector calculus and the Green's theorem, the 
second order terms can be reduced as 

-p\ N, 
«J A 

dv dv 
U-—+V— 

dx dy 

d_q 

V (4.6) 

f \dN,^dNj dN^dNj 

" e L J=i J=> 

dAe 

These equations resemble the form of the Navier-Stokes equa
tions in the sense that they also possess terms similar to con-
vective, diffusive and the pressure gradient terms. By using 
the appropriate change of variables (Prandtl's approach) it can 
be shown that these equations could be reduced to boundary 
layer equations in laminar flow. The complexity of these equa
tions, reflect the complexity of the optimal shape design prob
lem in fluid mechanics. 

Principal means of constructing a finite element model of 
the fluid flow are variational principles, method of weighted 
residuals and the Galerkin method. Here, the Galerkin method 
is used. The velocity components and the pressure are ap
proximated in the mixed order formulation as 

8 4 

fl=2«^"(f.'»). P=^PMfa,V). (4.7) 
1 = 1 1 = 1 

N", N", N"xi, and N"^ are continuous serendipity quadratic 
shape functions in local nondimensional coordinates £ and 77. 
Mq. and Mp. are the continuous serendipity linear shape func
tions of the same coordinates. Rearranging the co-state equa
tion with all the convective, diffusive and the pressure gradient 
terms on one side, we get 

-v\ N, 
e Ly=l 

dn 
dT, (4.10) 

where Te denotes the element boundary. Now, the required 
form of the last two terms on the LHS of the Eq. (4.9), is, 
the RHS of the above equation. The implied suffices for the 
Eq. (4.9) are such that /= 1 . . . 4, j= 1 . . . 8, k= 1 . . . 8, /= 1 
. . . 8, 4 = 1 . . . ne. The corresponding momentum equation in 
the >>-direction is obtained by simply interchanging x, y and 
u, v. The required set of equations is completed by defining 
the continuity equation 

^ f "dN, "dN, 

, e=l Ae Ly=l j=\ •* 

dAe = Q, (4.11) 

dwx dwx 

dx dy 

du dv 

TxWx+d-x
w> 

du du 
u — + v— 

dx dy 

dx 

d2wx d2wx 

~dxT + ~dyT = 0. (4.8) 

Employing the Galerkin weighted residual approach (Taylor 
and Hughes, 1981), the above equation becomes 

where the weighting function is now taken as M, associated 
with the four noded quadrilateral element. The assembled ma
trix equation takes the form 

AX = F+B, 

where the chosen form of x is 

Xk = 

(wx)k 

Qk 

_(V/y)k_ 

Each coefficient in the matrix A has the form 

°ik= 1 JAe 

c l l c 1 2 c 1 3 

c 21 C22 C 2 3 

c 3 1 c 3 2 C33 

dAe- \_ 
T e 

" A l 
0 

0 

0 0 " 

0 0 
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dT, 

(4.12) 

(4.13) 

(4.14) 

"e C 

k=l j=\ 

-I* 
+ ( N, 

•>Ae 

+ ( N, 
->Ae 

dAe 

'" "dN 

L*=l y=l "y J 

_ * = 1 j=\ 

~^dNk A 

_k=i o x j=\ 

Nj(Wy)j 

where implying the summation convention, the coefficients are 

dAe 

dAe 

dAe 

• C „ = -NiNk(wx)k-^-NiNk(Wy)k dy 
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dy 

dN dNj , dN dNj 
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c = N^a (Wx) N c = N*Mi 
ay dy 

dN- dN-

ox dy 

dNidNj dNidNA ,rdNk/ ^AT 

on dn 
(4.15) 

The surface integral term in the Eq. (4.14) corresponds to that 
part of the element on a boundary, where the essential bound
ary conditions are applied and is therefore not required. On 
other boundaries, natural boundary conditions are imposed 
and these appear in the right hand vector as illustrated below. 
The first column vector is written as 

"e , 

, 0 A 
dA\ (4.16) 

where 

F^N, 

F} = N, 

dN- dN-
Nk{wx)k^(wx)j + Nk(wy)kY

L(wy)j 

^2 = 0, 

dN, dN, 
Nk{Wx)k-^ (w^j + Nniw^K-y1 (Wy)j 

Similarly, the second component of the right-hand side is 

*'=E 
-\°At 

B2 

Bi 

dAe, (4.17) 

where 

B\ = vNj— , B2 = 0, B3 = vN, — 
dn dn 

The mesh is the same as used for the solution of Navier-
Stokes equations, but the boundary conditions are as shown 
in Fig. 2. When solving the co-state equation, the velocity on 
the outer boundary is also zero apart from being zero on the 
boundary of the body. Whereas, the physical significance of 
zero velocity on the boundary of the body is no-slip, that on 
the outer boundary is no boundary layer solution in the inviscid 
region away from the body. 

The steady-state equations of laminar flow are solved nu
merically using FEM on a digital computer. The existing FEM 
codes can be used to solve them. The Navier-Stokes equation 
is quasi-linear and requires an iterative procedure. The co-state 
equation is linear but requires the solution of Navier-Stokes 
equation in the convective terms as well as in the right hand 
side force vector. The anology can be drawn to the advection-
diffusion equation (energy equation, the solution of which is 
the temperature field), which requires the velocity components 
in the convective terms. Even though the co-state equation is 
linear, the solution method is not that straightforward. Rec
ognizing its similarity to Navier-Stokes equation, it is possible 
to solve this equation on a digital computer, but not without 
significant changes in the standard code, which is originally 
written for the solution of Navier-Stokes equation. 

We already have conventional versions of the codes (FIDAP 
(Engelman and Hasbani, 1984)) and the in-house code at 
UConn) for modeling the laminar flow governed by Navier-
Stokes equation. Since the co-state equations are linear elliptic 
equations, converting the existing Navier-Stokes code to model 
the co-state equations is a logical step. The conversion involves 

w, = 0.0 , 

», = 0.0 

w, = «., . 0.0 

», = "', = 0.0 
', - 0.0 I 

-0.0 

• 0.0 

Fig. 2 Flow domain with boundary conditions for co-state equation. 
The velocity on the outer boundary is zero apart from being zero on the 
boundary of the body. 

X-COOR 

Fig. 3 Optimally criterion: Re = 0 (initial shape: semicircle). The opti-
mality criterion (Eq. (4.1)), i.e., the norm squared values IdU/dnl2 evalu
ated at the nodes are shown as a function of x-coordinate, for the first 
5 profiles in succession. 

significant changes in the matrix and RHS formulation as 
shown explicitly under Section 4. After forming the matrix 
equation, the application of boundary conditions and the so
lution method follow the standard procedure that exists in a 
typical FEM code such as the one we used here to solve for 
the laminar flow field. The conversion described was not all 
that difficult (for an experienced FEM user) but significant 
and the new adapted code is a valuable addition to our existing 
laminar flow model code. 

5 Results 
As a demonstration, a test case (for more examples refer to 

(Ganesh, 1989)) will be shown for a Reynolds number of 20, 
for a semicircular profile. However, as a bench mark solution 
test, the minimum drag profile evolution at zero Reynolds 
number, viz., for Stokes flow will be demonstrated first. 

Since Stokes flow over a body is symmetric, a symmetric 
domain is chosen with the body centrally located and discre-
tized similar to the one as shown in Fig. 1. The far field 
boundaries are set at a distance of ten times the diameter of 
the body from the center of the body. The number of quad
rilateral elements and the number of nodes are 384 and 1241, 
respectively. The number of elements on the boundary of the 
profile is 64 (the number of nodes if 65). Defining the average 
element size 'h' as the square root of the total area of the 
domain divided by the number of elements in the domain, the 
average element size, h- (A/Ne)

0,5 is 1.44 units. The opti
mally criterion (Eq. (4.1)), i.e., the norm squared values 1dU/ 
dn 12 as a function of x-coordinate, for the five profiles evolved 
in succession is shown in Fig. 3 and the corresponding profiles 
are shown in Fig. 4. The final profile is of prolate spheroidal 
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Table 2 Seeking optimum step size by profile search for 
Re = 20 (initial profile: semicircle): drag and energy dissipation 
rate as a function of undetermined multiplier for the first 
iteration. 
No 

1 
2 
3 
4 
5 
6 
7 

X 

0.0070 
0.0075 
0.0080 
0.0105 
0.0110 
0.0115 
0.0120 

A 
1.178570 
1.178070 
1.177710 
1.176970 

• 1.177390 
1.177920 
1.178580 

Dm 
1.184469 
1.183912 
1.183442 
1.181535 
1.181568 
1.181686 
1.181871 

A 
1.188428 
1.187865 
1.187397 
1.185512 
1.185564 
1.185695 
1.185904 

E, 
1.088181 
1.087630 
1.087160 
1.085200 
1.085174 
1.085216 
1.085324 

Fig. A Profiles evolved from semicircle: Re = 0. The profiles corre
sponding to the optimality criterion shown in Fig. 3 are shown. 

Table 1 Seeking optimum step size by profile search for Re = 0 
(initial profile: semicircle): drag and energy dissipation rate as 
a function of undetermined multiplier for the first iteration. 
No 
1 
2 
3 
4 
5 
6 
7 

X 

0.6000 
0.6500 
0.7000 
0.7500 
0.8000 
0.8500 
0.9000 

Db 

57.82310 
57.88420 
57.98720 
58.09820 
58.24180 
58.41790 
58.61730 

AH 

57.03763 
57.00323 
56.99051 
56.97049 
56.96888 
56.98435 
57.01421 

A 
58.26151 
58.22634 
58.21359 
58.19341 
58.19244 
58.20909 
58.24036 

E, 
58.25447 
58.21930 
58.20654 
58.18635 
58.18537 
58.20201 
58.23327 

cross-section and the corresponding optimality criterion is al
most constant everywhere on the boundary of the body as it 
should be for a minimum drag body (Eq. (4.1)). These results 
are also in good agreement with the results obtained by Sano 
and Sakai (1983). In this example, a sparse mesh compared to 
the one used in the above reference is used to obtain the same 
result. The reduction in drag (actually in energy dissipation 
rate, but in Stokes flow, energy dissipation rate and the drag 
on the body are numerically equal) from a circular profile to 
the cross-section of a prolate spheroid is 5.3 percent. The 
reduction in drag for the fifth profile from the fourth one is 
0.05 percent and the iteration is stopped because this change 
is well within the convergence criterion limit of 0.1 percent. 
Table 1 lists the values of the drag calculated from Eq. (2.2), 
Eq. (2.6), and Eq. (2.9) and the energy dissipation rate cal
culated from Eq. (2.3), as a function of X, for the first iteration. 
The optimum step size Xopt, is that X corresponding to which 
the energy dissipation rate is the minimum. The minimum 
occurs at a value of 0.8 and hence the first profile after the 
first iteration is the one corresponding to X equal to 0.8. 

The optimum step sizes for the second, third, fourth, and 
the fifth profiles are 0.35, 0.2, 0.12, and 0.06, respectively. 
The same type of profiles search is conducted at every step 
made in the negative gradient direction. This direction is the 
inward normal direction to the profile. Along a nonstraight 
boundary, there is a discontinuity in the slope of the approx
imated boundary and hence the normal direction is not uniquely 
defined. An appropriate and unique normal direction may be 
determined, however, by invoking mass conservation argu
ments, when dealing with an incompressible fluid (Engelman 
et al., 1982). For each profile searched, the mesh has to be 
moved, the flow field solution has to be obtained and the 
engineering criterion, viz., the energy dissipation rate has to 
be evaluated, using the preprocessor, solver and the post-pro
cessor respectively and it takes 14 minutes to complete all the 
three. Assuming, on the average, twenty searches per step, for 
the five steps shown here, it takes 1400 minutes, i.e., a whole 
day on the mini-computer used. 

For the flow over a semicircular starting profile at a Reynolds 
number of 20, the domain chosen has the same topology as 
the one shown in Fig. 1. The inlet boundary is four times the 
diameter of the body in front of the body, the exit boundary 

X-COOR 

Fig. 5 R-norms: Re = 20 (initial profile: semicircle). The optimality cri
terion iau/anl2 + 2[(au/3n).(aw/an)] (Eq. (4.3)), called as R-norm in the 
figure) evaluated at the nodes are shown as a function of x-coordinate, 
for the first 6 profiles evolved in succession. 
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Fig. 6 Profiles evolved from semicircle: Re = 20. The profiles corre
sponding to the optimality criterion shown in Fig. 5 are shown. 

is ten times the diameter behind the body and the third bound
ary parallel to the symmetry boundary is ten times the diameter 
away from the body. In this example, the number of quad
rilateral elements and the nodes in the domain are 379 and 
1230 respectively. The number of elements on the boundary 
of the profile is 32 (the number of nodes is 33). The average 
element size h, as defined in the previous section 1.213 units. 
The norm I d\J/dn I, the co-state norm I dW/d« I and the op
timality criterion \d\]/dn \2 + 2[(d\J/dn)(dW/dn)] called as R-
norm in the figure) are evaluated at the nodes. Table 2 lists 
the values of the engineering criterion, viz., the drag and the 
energy dissipation rate calculated from the equations men
tioned under Section 2 as a function of X. 

The optimum step size Xopt, is found as explained in the last 
section. From Table 2 Xopt is found to be 0.0105. For each 
profile searched, the pre-processing solution of Navier-Stokes 
equation to obtain flow field and the post-processing take 
about 50 minutes. The pre-processing, solution of co-state 
equation which needs to be obtained only once per step and 
the post-processing at every step take about 20 minutes. As
suming on the average, twenty searches per step, it takes 1020 
minutes, i.e., 17 hours for one iteration or step and a total of 
102 hours at least for all the six iterations. This is an indication 
of how time consuming the optimum design process in fluid 
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mechanics can be. The Xopt values for the 2nd, 3rd, 4th, 5th, 
and the 6th profiles are 0.0175, 0.0140, 0.0175, 0.0165, and 
0.021, respectively. The reduction in drag evaluated is about 
15 percent from the starting profile to the last profile. The 
optimality criterion evaluated at the nodes, i.e., the R-norms 
are shown in Fig. 5 for the six iterations. The profiles evolved 
in the 1st, 2nd, 3rd, 4th, 5th, and the 6th iterations are su
perimposed and shown in Fig. 6. 

6 Closure 
This paper addressed a natural problem of obtaining the 

minimum drag profile in laminar flow. It was accomplished 
in an orderly and a logical manner using Pironneau's algo
rithm. The engineering criteria used in the algorithm, viz., the 
drag and the energy dissipation rate were evaluated numerically 
using FEM, by directly integrating the stresses on the boundary 
of the body and using the conservation equations. The opti
mization criterion, viz., the norm and the R-norm were also 
evaluated numerically using FEM. The paper described an 
attempt to help make evolution of minimum drag profiles 
possible in the laminar regime, particularly in the intermediate 
Reynolds number range, thus bridging the gap between Stokes 
flow and high Reynolds number laminar flow contributions 
by other authors. The establishment of the finite element tech
nique required for the solution of the co-state equation played 
a major role in this effort, among other things. Instead of a 
boundary layer splicing method, a tedious and cumbersome 
procedure, a direct numerical simulation of the governing dif
ferential equations was resorted to. This paper demonstrated 
how an optimum design problem in fluid mechanics can be 
solved using the computer as the engineer's numerical labo
ratory. It must be observed that the amount of computation, 
hence, the time needed, is determined by the moving meshes 
and programming the simulation of moving meshes, is rather 
a time-consuming task. Even the example in the simplest of 
the flows, i.e., the Stokes flow, consumes a total of 24 hours 
on the mini-computer Micro VAX II/GPX. For Reynolds num
bers of 20, the time consumed was at least 100 hours, despite 
using coarse meshes. The storage and the speed of the computer 
had been the primary limitations that restrict the examples to 
a relatively low Reynolds numbers. Many optimization prob
lems in the industry such as the optimum wing problem (min
imum drag for a given lift), minimum drag body for a given 
surface area and a minimum drag shell for a given body can 
be attempted following a similar procedure demonstrated here. 
It is presumed that the optimal control theory can provide us, 
in the not-too-distant future, with the necessary optimality 
criteria for minimum drag bodies in the unsteady laminar and 

the turbulent flow regimes. Hence, industries, engineers and 
students wishing to solve minimum drag problems in these 
regimes, can follow a similar approach put forth in this paper. 
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Interpreting Orthogonal Triple-Wire 
Data From Very High Turbulence 
Flows 
For turbulence intensities of up to 30 percent, an orthogonal triple-wire probe can 
be used to make accurate measurements of the instantaneous velocity vector. Above 
this limit difficulties arise in the interpretation of the data due to the problem 
described as rectification. This paper presents a means by which data from an 
orthogonal triple-wire probe may be interpreted for single point measurements in 
Gaussian turbulence with intensity up to 50 percent resulting in unbiased estimates 
of the velocity mean vector, Reynolds stress tensor, and time correlation coefficients. 

Introduction 
Researchers commonly use hot wire anemometers in the 

study of air boundary layers, but, since a hot wire probe re
sponds in a similar manner to either forward or backward 
motion in the flow, very high levels of turbulence create an 
uncertain relationship between the output from these ane
mometers and the statistics of the velocity field being measured. 
The studies of Tutu and Chevray1 (1975) and Andreopoulos2 

(1983) help set limits for the domain on which instantaneous 
velocity measurements can be made with hot wire probes with
out significant errors due to the physics of the response of 
these probes to turbulent fluctuations. Tutu and Chevray (1975) 
present the problem for cross-wire probes, analyzing the re
sponse of the probe to high levels of turbulence assuming a 
trivariate normal distribution function for the component ve
locities and a simple model for the rectification of negative 
instantaneous velocities. Andreopoulos (1983) performs a sim
ilar analysis for triple-wire probes, concluding that mean ve
locities and turbulence intensities can be measured accurately 
at turbulence intensities of up to 30 percent. 

The present study proposes to extend the domain on which 
an orthogonal triple wire can be reliably employed, beyond 
the limits set by previous investigations of the problem of 
rectification, by presenting a method for interpreting data from 
orthogonal triple-wires for turbulence intensities of up to 50 
percent for situations when the underlying velocity distribution 
is trivariate normal or nearly so. 

'Tuto, K. N., and Chevray, R., 1975, "Cross-wire Anemometry in High 
Intensity Turbulence," Journal of Fluid Mechanics, Vol. 71, pp. 785-801. 

2Andreopoulos, J., 1983, "Statistical Errors Associated with Probe Geometry 
and Turbulence Institute in Triple Hot-Wire Anemometry," /. Phys. E: Sci. 
Instrum., Vol. 16, pp. 1264-1271. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 7, 1993; revised manuscript received September 28, 1993. Associate Tech
nical Editor: D. M. Bushnell. 

The Nature of the Errors 
Hot wire anemometers incur deterministic errors when sub

jected to highly turbulent velocity fluctuations. Tutu and Chev
ray (1975) identify two important physical problems in the use 
of an orthogonal cross-wire probe in turbulent flows of high 
intensity. First, the binormal (FF-component for a cross-wire 
probe) fluctuations contributed significantly to the ane
mometer output and become misinterpreted in the values of 
the means and fluctuations of the [/and Vcomponents. Sec
ond, very large turbulent fluctuations at low mean velocities 
may be "rectified" due to the inability of the hot wire probe 
to distinguish the direction of the velocity vector. Consider the 
following response equation for a single wire normal to the 
mean flow direction: 

(1) U2
M = k1U

2 + k2V
2 + kiW

2 

where t/eff is the instantaneous effective cooling velocity on 
the wire and k\, k2, and £3 are the directional sensitivity coef
ficients for the wire. Suppose t/err is used to estimate U. For 
high levels of turbulent fluctuations, not only do the V and 
W components bias the estimate of U, but also a negative value 
for U cannot be distinguished from a positive value. 

While both cross-wire and single-wire probes suffer both 
types of errors, an orthogonal triple-wire probe identifies the 
bi-normal component on each wire, alleviating the problem of 
inter-component cross-talk and leaving only the problem of 
rectification. Figure 1 is a sketch of a typical orthogonal triple-
wire probe. Velocity components in the wire coordinate system, 
denoted Xj or (X, Y, Z), are related to velocity components 
in the laboratory coordinate system, denoted by U-, or ([/, V, 
W), through the geometry of the probe, the pitch angle a>, 
and the roll angle a. The response equations for the orthogonal 
triple-wire relate the effective cooling velocities on the wires, 
Ueffj, to the component velocities in the wire coordinate system, 
Xj, as follows: 

U2
atj = KIJXJ (2) 

where K/j is a matrix of directional sensitivities (typically as-
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Fig. 1 The orthogonal triple-wire probe. Wire (X, Y, Z) and laboratory 
(U, V, W) coordinate systems 

sumed constant). The effective cooling velocities, t/eff>;, are 
related to the squares of the component velocities in wire co
ordinates, Xj, disregarding any directional information about 
Xj. A simple rotation relates the velocity vector in the labo
ratory coordinate system, Uj, to the velocity vector in the wire 
coordinate system, Xj, as follows: 

U,= CIJXJ (3) 

where Cy is a coordinate rotation matrix accounting for wire 
geometry including probe pitch and roll angles. In practice one 
would estimate t/eff],- from the component anemometer bridge 
output voltages, E„ and then estimate the component veloci
ties, Xj, via Eq. (2), assuming the direction of each component 
velocity is positive. Conceptually, rectification errors occur 
when the instantaneous velocity vector falls outside the first 
octant in Xj velocity space. 

The Impact of Rectification Errors on Velocity Statistics 
A one-dimensional, idealized illustration of the rectification 

process and its influence on the sample distribution of velocity 
vectors is presented in Fig. 2. The example presented in Fig. 
2 assumes that all of the velocity fluctuations occur in the U 
component of velocity and that there is no prong or probe-
stem interference with the velocity vector. Under these as
sumptions, negative velocities become interpreted as positive 
velocities of the original magnitude, shifting the mean of the 
overall distribution of velocities to the right and reducing its 
variance. 

0 1 2 3 

Fig. 2 Schematic of the rectification process 

Although three-dimensional cases are more complicated than 
this simplified one-dimensional example, the influence of rec
tification errors on velocity statistics can generally be under
stood through the distortion of the distribution of velocity 
vectors. Rectification errors translate into incongruities be
tween the "true" underlying distribution of velocity vectors 
and a measured/interpreted sample distribution. In three-di
mensional cases, estimates for the moments of the velocity 
joint distribution function (e.g., the mean vector, Reynolds 
stress tensor, time correlations, etc.) are biased as a conse
quence of these incongruities. 

A simulation of triple-wire probe response to high turbulence 
was used'to identify which regions of the velocity joint dis
tribution function are affected by rectification errors and to 
provide insight into new ways to interpret samples containing 

Nomenclature 

Cu 

& • 

*--// 

CDF = 

Cov = 
E, = 

f = 
/( ) = 

k\, k2, h = 

Kij 

M 
N 

PSD 

coordinate rotation ma
trix 
transpose of the coordi
nate rotation matrix 
cumulative distribution 
function 
covariance 
hot wire bridge voltage 
for /th channel 
frequency 
indicator function 
hot wire probe direc
tional sensitivity coeffi
cients 
matrix of directional 
sensitivity coefficients 
sample median 
sample size 
power spectral density 
function 

U, V, 
t 

W 

Uj 

Q„ Z, = random variables 
Rjj = Reynolds stress tensor 

rT = empirical autocorrela
tion coefficient for time 
lag r 
time 
velocities in laboratory 
coordinate system 
y'th component of veloc
ity in laboratory coordi
nates 
y'th component of veloc
ity at time lag T 

l/eff,,- = hot wire effective veloc
ity for the /th channel 

', v', w' = standard deviation in U, 
V, and W, respectively 

X, Y, Z = velocities in (triple) wire 
coordinate system 

Ui = 

Xj = y'th component of veloc
ity in wire coordinates 

Xj = y'th component of veloc
ity in wire coordinates 
at time lag T 

a = triple-wire probe roll 
angle 

7 = empirical standard de
viation 

V-
p 

PT 

a 
7 

0} 

= mean 
= correlation coefficient 
= autocorrelation coeffi

cient for time lag T 
= standard deviation 
= time lag between obser 

vations in a stationary 
time series 

= triple-wire probe pitch 
angle 
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Fig. 4 Rectification affects the spectrum of component velocities 

> 0 

Fig. 3(b) Simulated response of triple-wire probe to velocity vectors 
plotted in Fig. 3(a) 

observations subject to rectification errors. The simulation was 
performed in two parts. First, a random sample from the 
"true" velocity distribution was simulated by selecting vectors 
from a trivariate normal distribution having a specified mean 
vector, Reynolds stress tensor, and [/-component autocorre
lation function. Then the response of the triple-wire probe was 
simulated by interpreting the sample from the "true" distri
bution through the response equations for the triple-wire probe, 
Eqs. (l)-(3) above. Details of the simulation of the velocity 
field are given in Appendix A. 

Figure 3 illustrates the simulated response of an orthogonal 
triple-wire probe (w = 0 deg, a = 90 deg) to high turbulence, 
with the data represented in the U- Vplane. For this simulation 
u'/U = 0.5, v' = w' = 0.8w', and the correlation coefficient 
between «' and v' equals 0.3. The lines in Fig. 3 represent 
planes bounding the first octant of the velocity space in wire 
coordinates. The hollow dots in Fig. 3(a) correspond to "true" 
data points and the solid dots in Fig. 3(b) correspond to a 
mapping of the same true data points onto the U- V plane after 
rectification. If a velocity vector does not suffer an error due 
to rectification, a solid dot in Fig. 3(6)is plotted at the same 
coordinates as the hollow dot in Fig. 3(a) corresponding to the 
true velocity. If the velocity vector suffers rectification, then 
the true velocity plotted in Fig. 3(a) is mapped into a new 
coordinate location within the cone of interpretation in Fig. 
3(b). It should be noted that some of the data points that fall 
near but still within the planes bounding the first octant of the 

velocity space in wire coordinates in Fig. 3(a) appear as rectified 
in Fig. 3(b). This occurs when a velocity vector presented in 
Fig. 3(a) has a nonzero component in the W direction (not 
shown in Fig. 3(a)) that is sufficiently large to place the data 
point outside the first octant of the velocity space in wire 
coordinates. The result is that the data point appears as rec
tified in Fig. 3(b). 

Consider the statistics one might calculate if one had access 
to the true velocity readings, i.e., the hollow dots in Fig. 3(a), 
and compare them to those one would calculate using the 
"rectified" velocity reading, i.e., the solid dots in Fig. 3(b). 
Using the "rectified" data, one would overpredict the means 
of both U and V, underpredict the variance of both U and V, 
and underpredict the correlation between U and V. Note that 
if the correlation coefficient between u' and v' had been zero 
instead of 0.3, the mean value of V would be unbiased, but 
the variance of V would still be underestimated. 

Figure 4 shows the power spectral density function for the 
[/-component of velocity for a simulated turbulence of u'/U 
= 0.5, v' = w' = u'. The effects of rectification are apparent 
in the low frequency, energy containing portion of the spec
trum, although it isn't clear from Fig. 4 how this problem 
arises. Reconsidering the problem in the time domain one could 
construct a bivariate plot of U(t = 0) and U(t = T) (where 
T = lag time between observations in a stationary time series) 
that would display the same features as Fig. 3 did for U and 
V. In such a plot, the correlation between U(t = 0) and U(t 
= r) would then represent the autocorrelation for U for time 
lag r. The errors in the estimates of the autocorrelations due 
to rectification result in the errors seen in the spectrum in Fig. 
4. These errors are concentrated in the portion of the spectrum 
containing the largest fluctuations in the turbulence. 

Figures 5 and 6 show the simulated errors in the cumulative 
distribution functions of the individual components of velocity 
for both the laboratory coordinate velocities, (U, V, W), and 
the wire coordinate velocities, (X, Y, Z), for u'/U = 0.5, u' 
— v' = w', and with the mean velocity vector aligned with 
the axis of the probe stem. Figure 5 shows that in the laboratory 
coordinates, rectification affects the entire distribution for each 
component velocity. The U component is primarily affected 
from the low side of the distribution, while V and W are 
affected on both sides. This is due to the geometry of the probe 
and its orientation to the mean velocity vector. Figure 6 shows 
the corresponding errors in the velocity components in wire 
coordinates. In the wire coordinate system the errors only 
affect one side of the distribution for each component. Ob
servations in the wire coordinate velocities above their re
spective medians are unaffected by rectification for turbulence 
intensities of 50 percent. This fact can be used as the basis for 
a technique for interpreting triple wire data in high turbulence. 
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Fig. 5 In laboratory coordinates, rectification entirely distorts the ve- Fig. 6 In wire coordinates, rectification only distorts one side of the 
locity distributions velocity distributions 

Median Based Estimators 
The rectification of the velocity signal by hot wire ane

mometers operating in highly turbulent flows causes significant 
errors in the conventional estimates of the mean velocity vector, 
the Reynolds stress tensor, the one-dimensional power spec
trum, etc. Biased estimates of the moments of the velocity joint 
distribution function occur because "rectified" measurements 
contaminate certain regions of the distribution. Can one infer 
the moments of the underlying true cumulative distribution 
function (CDF) given the partially distorted, rectified CDF? 
In the wire coordinate system rectification errors contaminate 
the marginal distributions for Xj for low values. Are there 
measures of location (the center of the distributions) and scale 
(measure of deviations) which resist the errors in the low ve
locity tails of these distributions? 

In the literature of statistics, Robinson3 (1980) discusses the 
problem of estimating autocorrelation functions for a station
ary Gaussian time series, Q, (t = 1,2, . . . , «) , that has been 
censored, i.e., a time series in which some of the data is se
lectively missing or excluded from the analysis. He specifically 
considers the univariate case where observations fall below the 
median value are censored but observations at or above the 
median are measured without error. Under these assumptions, 
Robinson (1980) proves that 

lim M=ix 

lim y = a 

lim rr-pr 
H ~ 00 

where M is the sample median and y and rT are defined as 
follows: 

T = [ ^ / ( Z S > 0 ) ] [ i ; z?/(z,>o) 

where 

rT = 2 V27r5T - 1 

Z,= Q,-M 

ST = "y, -J— -y= / ( Z , > 0 and Z,+ T>0) 

'Robinson, P. M., 1980, "Estimation and Forecasting for Time Series Con
taining Censored or Missing Observations," Time Series Analysis, O. D. An
derson, ed., North-Holland Publishing Co., pp. 167-182. 

Robinson (1980) concludes that an unbiased estimate of the 
autocorrelation function for the true time series can be made 
from the censored time series using estimators based on the 
median of the series and observations greater than the median. 

Robinson's (1980) statistical analyses of censored data can 
be extended to the interpretation of rectified triple-wire data. 
Following Robinson's (1980) logic, the correlation between two 
components can be estimated by 

ruv = 2\/2ir5„„ - 1 

where 

1 Z„ 
; = 2 f ^ / ( Z „ > 0 a n d Z „ > 0 ) 

N - 'y 

Furthermore, under the assumptions of Robinson's (1980) 
analysis it can be shown that 

lim r„„ = pu„ 

This last result can be used to estimate both the autocorrelation 
of U for time lag T (from the bivariate CDF of U(t = 0) and 
U(t = T)) and the components of the Reynolds shear stress. 

For cases where the contamination of the marginal distri
butions of Xj due to rectification is limited to values below 
their respective medians and it is reasonable to assume that 
the underlying joint distribution is Gaussian, the following 
statements are true: 

(1) For each component XJt the median is an unbiased es
timate of the mean. 

(2) For each component Xjt yj is an unbiased estimate of 
the Reynolds normal stress for that component. 

(3) For each pair of components (Xh Xj), /V/TiY; is an 
unbiased estimate for the Reynolds shear stress between those 
two components (no summation on / and j). 

(4) For each pair of components (^,(0), XJ(T), rT is an 
unbiased estimate for the time correlation between components 
X-; and Xj for time lag T. 

The statistics for the components of velocity in wire coordinates 
determine the corresponding statistics in laboratory coordi
nates by the following relationships: 

U,= C,jXj (4) 

Wy'.lab ~~ wA: •***/, wire W y 

Cov(t/„, U^)lab = CcUCpkCo\(Xj,Xky„ 

(5) 

(6) 
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Experimental Validation of the Technique 
The usefulness of the estimators proposed in the previous 

section depends on two assumptions. The first is that the true 
underlying distribution function is Gaussian. The second is 
that the contamination of the marginal distributions of Xj due 
to rectification is limited to values below the respective medians 
of Xj. The first assumption depends on the flow in which one 
measures and will be addressed in the next section. The second 
assumption depends on the response of the probe to high 
turbulence and will be addressed presently. 

Using a simulation and a model for rectification errors, it 
is easy to answer the question: Will rectification errors due to 
a specified level of turbulence be restricted to values below the 
medians of Xp. It would be convenient to be able to use sim
ulations of the response of the probe as the sole arbiter in 
setting limits on levels of turbulence below which the Reynolds 
stresses could be estimated accurately using the relations above, 
but there are compelling reasons to require experimental con
firmations of the simulations. 

There are two questions which must be answered experi
mentally. First, is the rectification experienced by the probe 
the same as the mathematical rectification used to simulate 
probe response? This cannot strictly be the case, since for high 
turbulence prong and even probe stem interference is certain 
to occur for some values of the instantaneous velocity vector. 
Nonetheless, the measured "rectified" joint CDF may be ac
ceptably close to the mathematically rectified joint CDF. If 
this is the case, one could test hypotheses about the underlying 
distribution using the simulation. Second, even if not exact, 
can the simulations be used to set the limits on the domain on 
which the proposed estimators can be applied? In other words, 
is the penetration of real rectification errors into the velocity 
joint CDF about the same as the penetration predicted by 
means of the probe simulation? 

A calibrated, qualified, orthogonal triple wire probe'1 was 
placed in a free jet at a location where the turbulence intensity 
was high but did not exceed 30 percent (an accepted upper 
limit for reasonably accurate measurements). Once the desired 
statistics had been measured for this location in the free jet, 
the probe, while remaining at the same point in the flow field, 
was then pitched to force the instantaneous velocity vector 
outside the acceptable cone for a significant proportion of the 
total sample in subsequent tests. The probe started at 0 degrees 
and was subsequently pitched to 20 and 30 degrees. (As the 
probe was pitched to 20 and 30 degrees, there were instances 
when the equation for the wire velocities in terms of the ef
fective cooling velocities, Eq. (2), could not be solved. This 
was due to instantaneous interference with a prong, causing 
wires to "see" different velocities. When this type of error 
occurred components for which the equations cannot be solved 
were set to zero. While this interpretation would bias mean 
based estimators it does not affect median based estimators.) 
Since the results of the experiment were to be compared to the 
results for the probe simulation run under the same conditions 
as the experiment, the measurements for the probe pitched at 
0 degrees were used to establish the inputs to the simulation. 
The simulation was then run with the probe pitched at 0, 20, 
and 30 degrees to the mean flow direction. 

Figure 7 compares the results from the experiment to the 
results from the simulation of the experiment. Figures 7(a) and 
1(b) show that while the actual rectification for the X com
ponent of velocity differs from the simulated rectification, both 

•"Details of the calibration and qualification procedures associated with the 
use of the triple wire probe are considered to be either established practices or 
special issues that fall outside the scope of the concerns of this paper. The details 
of the procedures associated with the present implementation can be found in 
the following: Maciejewski, P. K., and Moffat, R. J., 1989, "Heat Transfer 
with Very High Free-Stream Turbulence," Report No. HMT-42, Thermosciences 
Division of Mechanical Engineering, Stanford University. 
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Fig. 7(b) Simulated distribution of X for rectification experiment 

the experiment and the simulation agree on the location of the 
point beyond which the distribution is unaffected. Similar re
sults have been obtained for the Y and Z components as well. 
While the simulation cannot be used to account for actual 
rectification errors, it can be used to set accurate limits for the 
physical conditions under which the proposed median based 
estimators will resist errors. 

Discussion 
The errors incurred by an orthogonal triple wire probe op

erating in high turbulence are deterministic, not random. The 
errors in the statistics of the velocity field are repeatedly biased. 
Conventional estimators (e.g., means and moments) are highly 
sensitive to rectification errors, but median based estimators 
resist these errors for turbulence intensities up to 50 percent. 
From a simulation at it'/U = 0.5, the errors in wire velocity 
component medians are 1 percent. At u'/U = 0.7, errors in 
these medians are only 5 percent. 

The assumption that the underlying distribution is Gaussian 
(on which these procedures rest) can be partially tested. One 
could run a Kolmogorov-Smirnov test on the hypothesis that 
the "uncontaminated" portion of the distribution has a Gaus
sian shape. It should be noted that such a test cannot prove 
that the underlying distributions are as assumed. It only tests 
whether or not the available "uncontaminated" data are con
sistent with this assumption. 

The proposed measures of turbulence come purely from the 
need to resist the deterministic errors incurred by hot wire 
probes in highly turbulent flow fields. Does it make sense from 
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a physical point of view to use these measures? From an em
pirical point of view, it is not clear which measures of tur
bulence will correlate with other parameters of interest. There 
is no a priori reason to prefer the mean to the median. The 
strongest argument for maintaining the conventional moments 
measures of turbulence is that we are familiar with how to 
think about them in the context of the Reynolds averaged 
equations. For Gaussian distributions the median based esti
mators proposed in this paper estimate the moments measures 
and can be used directly to close moments models. For un
derlying distributions that are non-Gaussian, one must either 
relate the median based measures to the expected moments 
measures and use existing turbulence models or develop new 
models which employ median based estimators directly. 

Recommendations 
If it is reasonable to assume the underlying velocity joint 

distribution function is Gaussian, the median based estimators 
presented above yield unbiased estimates of the mean vector, 
Reynolds stress tensor, and two-component time correlations. 
One can use these estimators on data taken with an orthogonal 
triple wire probe for flows with turbulence intensities in the 
neighborhood of 50 percent. Simulations of the probe response 
can be used to establish the limits of reliable use. If the un
derlying distribution is significantly non-Gaussian, then fur
ther precautions should be taken in interpreting triple-wire data 
in very high turbulence. 
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A P P E N D I X A 

Simulating High Turbulence at a Point 
A random sample from a trivariate normal distribution with 

a specified mean vector and covariance matrix (Reynolds stress 
tensor) simulates a sample from the " t rue" population of 
velocity vectors, t/,7 (;'th observation, y'th component). Indi
vidual components of the sample are then correlated in time 
using a first order autoregessive model given by 

U!j{t)=ajU;j{t-l)+Uij{t) 
where £//,(0) = C//y-(0),and t/y ~ N(iij, o/) and a,-are specified 
by the user. This model simulates a time series having com
ponent autocorrelation functions given by 

Pj(T) = a] 

component integral scale given by 

7)=- l / ln (« , - ) 

and component spectra given by 

PSD ; ( / ) = - 2 ln(o,-)/ {(ln(a,.))2 + (2TT/)2 ) 

This model provides a simulated sample from the population 
of velocity vectors with an underlying analytic joint pdf and 
analytic component spectra. The sample joint pdf and com
ponent spectra can be compared directly to their underlying 
true counterparts. 
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Symposium on Flow-Induced Vibration—1995 

Continuing the tradition since 1977, the Technical Committee of Fluid-Structure Interaction and the Operations, Applications 
and Components Committee of the Pressure Vessel and Piping Division of The American Society of Mechanical Engineers 
will co-sponsor a Symposium on Flow-Induced Vibration to be held at the ASME/JSME Pressure Vessel and Piping 
Conference from July 23 to July 27, 1995 at the Hilton Hawaiian Village in Honolulu, Hawaii. Papers are solicited in, but 
not limited to, the following areas: 

• Fluid-elastic instability of tube bundles 
• Turbulence-induced vibration 
• Damping (Experimental and Theoretical) 
• Acoustically-induced vibrations 
• Leakage flow-induced instability 
9 Two-phase flow-induced vibration 
9 Non-linear aspects of flow-induced vibration 
9 Vibration induced wear 
8 Fluid-structure interaction 
9 Operational experience 

Non-traditional topics, such as flow-induced vibration in components other than tube banks and fuel bundles, are particularly 
welcome. Interested authors should submit, by September 10, 1994, a 100-word abstract to: 

(American, Europe and Australia) 
Mr. M. J. Pettigrew, 
AECL Research, 
Chalk River Laboratories, 
Chalk River, Ontario, 
Canada K1J 1J0 
Tel 613-584-3311 X-3792 
Fax 613-584-4523 

(Asia, Africa) 
Dr. Katsuhisa Fujita, 
Takasago R&D Center, 
Mitshibishi Heavy Industries, Ltd., 
2-1-2 Shinhama, Arai, 
Takasago, Hyogo Pref, 6/6, Japan 
Tel/Fax 0794-45-6700/6926 

Abstracts will be accepted or rejected by September 30, 1994 and first drafts of the accepted papers will be due November 
15, 1994. The papers will be reviewed according to the usual ASME procedure and if accepted, the final manuscripts will 
be due by March 1, 1995. The accepted papers will be presented in the Symposium and will be printed in the Symposium 
Proceeding. The authors can also submit their papers to other technical journals for publication. 

This Symposium is being coordinated by M. K. Au-Yang of B&W Nuclear Technologies. 
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Supersonic Flow Calculations 
Using a Reynolds-Stress and a 
Thermal Eddy Diffusivity 
Turbulence Model 
A second-order model for the velocity field and a two-equation model for the 
temperature field are used to calculate supersonic boundary layers assuming neg
ligible real gas effects. The modeled equations are formulated on the basis of an 
incompressible assumption and then extended to supersonic flows by invoking Mor-
kovin's hypothesis, which proposes that compressibility effects are completely ac
counted for by mean density variations alone. In order to calculate the near-wall 
flow accurately, correcting functions are proposed to render the modeled equations 
asymptotically consistent with the behavior of the exact equations near the wall and, 
at the same time, display the proper dependence on the molecular Prandtl number. 
Thus formulated, the near-wall second-order turbulence model for heat transfer is 
applicable to supersonic flows with different Prandtl numbers. The model is validated 
against supersonic flows with free-stream Mach numbers as high as 10 and wall 
temperature ratios as low as 0.3. Among the flow cases considered, the momentum 
thickness Reynolds number varies from -4000 to —21,000. Good correlation with 
measurements of mean velocity and temperature is obtained. Discernible improve
ments in the law-ofthe-wall are observed, especially in the range where the log-law 
applies. 

Introduction 
Until recently, it was not possible to calculate supersonic 

flat plate turbulent boundary layers accurately when the free-
stream Mach numbers were higher than 5 (Bradshaw et al., 
1991). The reason can be traced to an incorrect estimate of 
the near-wall flow using wall functions (Zhang et al., 1992). 
With the advent of supercomputers and numerical techniques, 
it was possible to numerically simulate simple turbulent flows 
with and without heat transfer (Moser and Moin, 1987; Kim 
et al., 1987; Mansour et al., 1988; Spalart, 1988; Kim and 
Moin, 1989; Kasagi et al., 1991). Consequently, asymptotically 
correct near-wall two-equation models for the velocity and 
temperature fields have been proposed (So et al., 1991a; Na
gano and Kim, 1988; Nagano et al., 1991; Sommer et al., 
1992). These models were based on conventional high-Reyn
olds-number models with near-wall correcting functions that 
were derived to satisfy the asymptotic behavior of the exact 
equations. As such, the models were formulated for fluids with 
Prandtl number Pr=» 1 (So and Sommer, 1994). These models 
have been applied to calculate a wide variety of incompressible 
flows with and without heat transfer, including direct simu-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 25, 1993; revised manuscript received February 1, 1994. Associate Tech
nical Editor: O. Baysal. 

lation data, and good agreement was obtained for all flow 
cases tested. Furthermore, the question of appropriate thermal 
boundary conditions for the fluctuating temperature at the 
wall has been investigated by Sommer et al. (1994). Their 
investigation showed that even though zero fluctuating tem
perature at the wall is not physically valid for most wall thermal 
boundary conditions, the assumption leads to very reasonable 
results for the entire mean field and for the fluctuating tem
perature field away from the wall for the different wall thermal 
boundary condition cases considered by Sommer et al. (1994). 
Consequently, the conventionally assumed zero wall temper
ature variance boundary condition for the two-equation ther
mal eddy diffusivity model is quite valid. Extensions to second-
order models have been proposed and validated (Lai and So, 
1990a,b; So et al., 1991b). Again, the high-Reynolds-number 
second-order models were found to give good results when 
they were modified to yield asymptotically correct near-wall 
behavior. The modifications were in the form of near-wall 
correcting functions added to the Reynolds-stress and dissi
pation-rate equations. 

These successes, therefore, justify the extension of the near-
wall correcting functions to supersonic flows. The extension 
was first carried out with two-equation models (Zhang et al., 
1992) assuming the validity of Morkovin's hypothesis (1962) 
and the results indicated that, with an asymptotically consistent 
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near-wall correction, the models were able to mimic supersonic 
flows up to a free-stream Mach number of 10 with an adiabatic 
wall. In this first attempt, real gas effects were neglected and 
the turbulent Prandtl number, Prt, was assumed to be 0.9. On 
the other hand, the calculations of supersonic flows with cooled 
wall boundary condition and high Mach numbers were not as 
satisfactory. Strictly speaking, there is no dynamic similarity 
between momentum and heat transport, even in incompressible 
flows (Antonia and Kim, 1991). Therefore, the constant Prt 
assumption needs to be relaxed. An attempt for supersonic 
flows has been carried out (Sommer et al., 1993) and the 
variable Prt model used was a modification of the two-equation 
incompressible model proposed by Sommer et al. (1992). 
Therefore, the proposed model was applicable to flows with 
PT~ 1 only. The variable Prt calculations assuming negligible 
real gas effects were in good agreement with measurements 
(Fernholz and Finley, 1977; Kussoy and Horstman, 1991) and 
gave significant improvement over those obtained assuming 
constant Prt. The same methodology has been applied to mod
ify second-order models for supersonic flows (Zhang et al., 
1993a) and these calculations with constant Prt were found to 
give improvements over those reported by Zhang et al. (1992), 
especially the calculations of high Mach number flows with 
low wall temperature ratios. This mean that, for the first time, 
a model to treat complex compressible flows is available. How
ever, the second-order model is still limited by the constant 
Prt assumption and by the fact that the model is only applicable 
to fluids with Pr ~ 1. 

Most engineering flows of importance involve fluids whose 
Prandtl numbers vary with temperature and the range of var
iation could be large. Furthermore, some fluids have a Pr that 
is vastly different from 1. In view of this, an appropriate 
variable Pr, model for flows with heat transfer would be one 
that could handle a wide variety of Pr in addition to being 
able to account for variable Pr effect. This means that a more 
general incompressible heat transfer model to those proposed 
by Nagano and Kim (1988), Nagano et al. (1991) and Sommer 
et al. (1992) has to be formulated and validated before its 
extension to supersonic flows. The task has been attempted 
by So and Sommer (1994). Their approach is based on the 
proposal of Sommer et al. (1992). In addition to requiring the 
modeled equations to satisfy the asymptotic behavior of their 
exact counterparts, they also try to model the correcting func
tions so that the parametric dependence on Pr of the near-wall 
flow is properly accounted for. The result is a variable Prt 
model that could correctly predict incompressible heat transfer 
with Pr that varies from a low of 10~2 to a high of 103. The 
model is applicable to flows with constant wall heat flux as 
well as constant wall temperature boundary conditions and the 
predictions are in good agreement with such diverse data as 
those given by Kader (1981), Kim and Moin (1989), and Kasagi 
et al. (1991). 

The present objective is to formulate a second-order variable 
Prt model for supersonic flows that is valid for a wide range 
of Pr. This is accomplished by relaxing the constant Prt as
sumption made in the second-order model of Zhang et al. 
(1993a) and by extending the heat transfer model of So and 
Sommer (1994) to supersonic flows. In the present work, Mor-
kovin's hypothesis (1962) is again invoked and the approach 
taken is similar to that outlined in Sommer et al. (1992). Con
sequently, the second-order modeled equations of Zhang et 
al. (1993b) for the velocity field and the two-equation model 
of So and Sommer (1994) for the temperature field are extended 
to supersonic flows. An established boundary-layer code (An
derson and Lewis, 1971) is modified to solve the set of gov
erning equations and the calculations of compressible boundary 
layers with adiabatic and cooled wall boundary conditions over 
a wide range of Mach numbers are compared with measure
ments (Fernholz and Finley, 1977; Kussoy and Horstman, 1991) 
and the constant Pr, calculations of Zhang et al. (1993a). 

Mathematical Formulation 
The supersonic flow of an ideal gas with real gas effects, 

bulk viscosity and body forces neglected is considered. A den
sity-weighted average is used to decompose the fluctuating 
quantities, besides pressure and density, into a mass-weighted 
mean part and a mass-weighted fluctuating part. On the other 
hand, the pressure and density are decomposed using Reynolds 
averaging, which results in a time-averaged mean part and a 
time-averaged fluctuating part. For any variable F, the mass-
weighted mean is denoted by F, the mass-weighted fluctuating 
part by / , the time-averaged mean by F and the time-averaged 
fluctuating part by / ' . The fluid density is taken to be p, the 
dynamic viscosity /x, the thermal conductivity k, the specific 
heat at constant pressure Cp, and the gas constant is denoted 
by R. In terms of these variables and the pressure p, the tem
perature 9, and the ith component of the velocity uh the mean 
equations of motions for compressible turbulence can be writ
ten as: 

^+(pt7,),/ = 0, (1) 

SpU; - - - 2 -
- ^ + (pU,Uj)j= -P.i-jGUj.jh 

+ [Ji(Uij+Ujj)]j-(pTij)j, (2) 

-Er^+ (pOiCpQ)^—- OtPj+UiPj+uffli+ouOu 
at ot 

+ OijU.j + pe- (pCpQi),i + OcQjXi, (3) 

P = pRQ, (4) 

where (•),• denotes a gradient with respect to the spatial co
ordinate x„ the Einstein summation convention applies to re
peated indices, and the Reynolds stress tensor, the Reynolds 
heat flux vector^ the turbulent dissipation rate are defined as 
Tjj=u?Uj, Qj = ufi, 'pe-OijUij, respectively. The mean and fluc
tuating viscous stress tensor is given by: 

2_ - -
O;J= --it.Uktkbjj + n(Uu+Uu), (5a) 

2_ 
°ij= —ziiUk.khj + ^(uUJ+Ujj). (5b) 

When deriving these equations, additional assumptions are 
made regarding the neglect of turbulent fluctuations of dy
namic viscosity, thermal conductivity and specific heat. Also, 
according to Speziale and Sarkar (1991), the velocity-pressure 
gradient correlation term Uip', can be written in the equivalent 
form as 

u-iP'.i = - (pR&Uj)j+ (pRUjd),,—p''uu. (6) 
From these equations, it can be seen that, to achieve closure, 
models are required for the Reynolds stress tensor ry, the 
Reynolds heat flux vector Q„ the pressure dilatation correlation 
p'Ujj, the turbulent dissipation rate e and the mass flux vector 
Hi. In the following, appropriate near-wall models are proposed 
for Ty, Qt, and e, while Morkovin's hypothesis (1962) is invoked 
to justify the neglect of p'uui and % in the modeling of super
sonic turbulent flows. The models for T,;, and e are presented 
first and this is followed by a discussion of the model for Q,. 

Second-Order Model for the Velocity Field 
The modeling of the Reynolds stress tensor is provided by 

the Reynolds-stress transport equation which is closed by pos
tulating models for the terms representing turbulent diffusion, 
viscous dissipation and velocity-pressure gradient correlation 
in the exact equation. Incompressible models for these terms 
are proposed. Usually the models are formulated for high 
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Reynolds-number flows, therefore, they are not suitable for 
near-wall flow calculations. Furthermore, the modeled equa
tion is not valid at the wall. Consequently, some kind of wall 
functions have to be invoked to connect the modeled equation 
to the wall so that the wall boundary conditions for the Reyn
olds stresses can be satisfied. This approach is not satisfactory 
because it is too restrictive in the sense that the wall functions 
proposed are very much flow-type dependent and thus render 
the Reynolds-stress model less general compared to other 
models that are not as sophisticate or are of lower order. 
Various remedies have been proposed. However, the most 
promising approach is to modify the modeled equations so 
that they are valid for near-wall flows. 

The approach taken by Zhang et al. (1993b) is to derive 
near-wall correcting functions for the Reynolds-stress trans
port equation and the conventional dissipation-rate equation. 
Certain constraints are imposed and these include the require
ments that the wall boundary conditions for the Reynolds 
stresses and the dissipation rate have to be satisfied exactly 
and that, to the lowest order of the wall normal coordinate 
*2, the near-wall behavior of the modeled equations is con
sistent with that of the exact equations. The correcting func
tions derived by Zhang et al. (1993b) give asymptotically correct 
matching up to order x2. Of course, more accurate correcting 
functions can be derived; however, these fairly simple near-
wall models are found to give results that are in good agreement 
with measurements covering a wide range of flow Reynolds 
numbers (Zhang et al., 1993b). These successes prompt the 
extension of the incompressible modeled equations to super
sonic flows by invoking Morkovin's hypothesis (1962) and the 
results are extremely encouraging (Zhang et al., 1993a). In 
view of this, Zhang et al.'s (1993a) modeled Reynolds-stress 
equations are adopted in the present work. 

The compressible Reynolds-stress equation in symbolic form 
and written similarly to its incompressible counterpart is given 
by: 

-.E^ + Dl + Pu + Uij- eU+GU+TU< (7) 

where 

Qj = — [pTjj] + [p UkTij\ yk, 

DVij=[uio]k + ujoik\,k, 

Djj= [puiujuk]ik, 

Pij= - [PT,kUlk + pTJkUhk], 

^ij=-\uip!j + ujP^h 

£ij=\.UitkOjk + UjykOlk\, 

(la) 

(lb) 

(7c) 

(Id) 

(7e) 

(7/) 

Gij= -[UiPj + UjPJ, 

Tij = \uiojk,k + ujakiik\, (Ih) 

are, respectively, the convection of ry, the viscous diffusion 
of Tjj, the turbulent diffusion of T,y, the production of r y by 
mean shear, the velocity-pressure gradient correlation, the vis
cous dissipation rate of T,,, and the interactions of compress
ibility effects with mean pressure and mean viscous shear. The 
terms (Ig) and (Ih) arise as a result of compressibility and are 
identically zero for incompressible flows. Therefore, if Mor
kovin's hypothesis (1962) is invoked, the terms (Ig) and (Ih) 
can be neglected and the turbulent diffusion, viscous dissi
pation and velocity-pressure gradient correlation terms can be 
modeled as in constant-density flows. Consistent with this as
sumption, the term/?'«,-,,• in (6) is also neglected. Finally, the 
viscous diffusion term DJj is approximated by [/Z Ty,*],*. Thus 
simplified, (7) can be closed by adopting the near-wall models 
proposed by Zhang et al. (1993b). Without derivation, these 
models are given as: 

D, Csp~~ (TklTijJ+TjiTkU + TuTjkj) 

2 
— c • — w 

(8) 

(9) 

(10) 

Here, $y is given by the high-Reynolds-number model of Laun
der et al. (1975), $^ is the "pressure echo" term, and $," and 
efj are near-wall corrections. Zhang et al. (1993b) have shown 
that, to order x\, the near-wall correction terms are not affected 
by the presence of the "pressure echo" term. Therefore, the 
proposal for $JJ is applicable irrespective of whether the "pres
sure echo" term is included in the modeling of IL7 or not. The 
models for these different terms can now be generalized for 
compressible flows as: 

*ij=-C1p-[Tij--K8u K 
•<Xi 

-Pi y>j - yipKSu, 

''j' -CwpKSij(KV2/tx2) 

^IJ J W 

CIJ J W 

C{p 
K • ! « < / 

_ 6 
P^ (riknknj + rjknkn{) + a* PiJ-^u 

2 * , e (Tu + riknkni+Tjknkni + ninjTk,nkn,) 
-rsiJ+- (l + 3Tk,nkn,/2K) 

(11) 

(12) 

(13) 

(14) 

where K=ru/2 is the turbulent kinetic energy, P=Pu/2 is 
the production of K,_SU= (U;j+ Ujti) - (2Uk<kbij)/'i and 
Djj= - {p~TikUkj + 7>TjkOkj). The damping function is defined 
as/>vl = exp [ - (Re,/150)2] while the turbulent Reynolds number 
is given by Re, = K2fi>e. Unit normal to the wall is denoted by 
«, and the C's are model constants whose values are chosen 
to be the same as those given by Zhang et al. (1993b). Fur
thermore, the model constants at, ft, and 71, are related to a 
single constant C2 and the relations are as given by Launder 
et al. (1975). For ease of reference later on, the second-order 
model with the term $* included is referred to as LRR/WR, 
while the model with the term ** excluded is denoted as LRR. 

It has been suggested by Sarkar et al. (1991) that the dis
sipation rate e could be decomposed into a solenoidal part and 
a compressible part so that e = es + ec. The solenoidal dissipation 
rate is associated with the energy cascade, therefore, it ap
proaches its incompressible limit correctly. Consistent with 
Morkovin's hypothesis (1962), the compressible part of e is 
neglected in the present formulation and e is taken to be given 
by es alone. A modeled dissipation-rate equation similar to its 
incompressible counterpart can be written for compressible 
flows as: 

Spt _ - _ 
— + (peUk))k= (netk)ik + Ctp — rkiej 

+ Ctlplp-Ce2?jf+S. (15) 

The near-wall correcting function £ of Zhang et al. (1993b) 
can be generalized for compressible flows to give 

f = / W 2 p ( - 2 | + 1 . 5 ~ 1 . 5 C 4 l ^ A (16) 

In (16), e and i are defined by p"e = p~e-2]i(d*jK/dx2)2 and 
pe = pe-2]lK/xi, respectively, and the damping function is 
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given by/,v2 = exp[ - (Re,/40)2]. Again, the C's are model con
stants and their values specified by Zhang et al. (1993b) are 
adopted. 

For the sake of completeness, the model constants used are 
specified as C, = 1.5, C2 = 0.4, C£, = 1.5, Ce2=1.83, Cs = 0.11, 
C£ = 0.1, a*=0.45 and a, = (8 + C 2 ) / l l , / 3 1 = ( 8 C 2 - 2 ) / H a n d 
7i = (30C2-2)/55. The constant Cw is introduced as a result 
of "pressure echo" modeling in the velocity-pressure gradient 
correlation. For compressible flow calculations,.a generally 
valid relation is given by Zhang et al. (1993a) as: C,v 

= (Cw)in- (5.8 X 10"4)M„ for 'M„>2.5, where M„ is the free-
stream Machnumber. ForM„<2 .5 , Cw= {Cw)-m, where (Cw)-m 

is given by: (Cvv)in = 4.14x 10"3 + 3 x l O ^ l o g Refl) for 
Re„<5.500 and (CH,)in = 0.0153 for Re<,>5,500. Here, Re9 is 
the momentum thickness Reynolds number. Finally, the 
boundary conditions for the mean and turbulent velocity field 
are given by: 

0= V= W=K=TU = G; e = 2pw(d\/K/dy)2. (17) 

Two-Equation Model for the Temperature Field 

In the previous section, a near-wall second-order model is 
outlined for the velocity field. Since it is advisable to calculate 
turbulent heat transfer using a turbulence model of equal or 
lesser order (So et al., 1992), a two-equation model for the 
temperature field would be most appropriate for the present 
work. Therefore, gradient transport is assumed and the z'th 
component of the turbulent heat flux is given by — Q,- = - ufi 
= a,(dQ/dXj), where a, is the thermal eddy diffusivity. Dimen-
sionally, a, is the product of a velocity scale and a length scale. 
A characteristic velocity scale for turbulent flow is Ki/2. If the 
interactions between momentum and heat transport are to be 
modeled properly, an appropriate length scale would be one 
given by a combination of Kln and the time scales of both the 
thermal and velocity fields. The time scale characteristic of the 
thermal field can be evaluated from the temperature variance 
02 and its dissipation rate eg, while the time scale for the velocity 
field is given by K and its dissipation rate e. In view of this, 
the simplest proposal for a, will be: 

at = CxfxK[K~e2/eeg]W2, (18) 

where the velocity scale Kvl is multiplied by the combined 
time scale [KQ27'eee]in to give an appropriate length scale for 
the definition of a,, Cx is a model constant and A is a damping 
function to be defined. A constant value of Cx = 0.11 has been 
put forward by Nagano and Kim (1988) and adopted by Som-
mer et al. (1992, 1993). Furthermore, Cx = 0.10 has been as
sumed by Nagano et al. (1991). In all these calculations, the 
0.1 value is found to give good results for the flow cases tested. 
Therefore, it is prudent to assume a value not too different 
from 0.1. For the present, Cx = 0.095 is found to give the best 
results. As for/x , it has to be parametric in Pr, otherwise, the 
model cannot be applied to calculate heat transfer in fluids 
with vastly different Pr. In the following, a near-wall model 
for a, is first discussed, then the appropriate expression for / x 

is presented. 
Since K and e are defined by the solution of the modeled 

equations outlined in the previous section, a, can be determined 
by solving two equations governing the transport of 82 and eg. 
For incompressible flows, various modeled equations for d2 

and ee have been proposed (Launder, 1976). These equations 
are formulated for high-Reynolds-number flows, therefore, 
they cannot be used consistently with other near-wall models. 
Several near-wall two-equation models have been put forward 
by Nagano and Kim (1988), Nagano et al. (1991), Sommer et 
al. (1992, 1993), and So and Sommer (1994). One of these 
models is asymptotically incorrect and gives a zero eg at the 
wall (Nagano and Kim, 1988); therefore, it is not consistent 
with the behavior of the near-wall turbulence model described 
above. The other models give asymptotically correct results 

near a wall and are appropriate for the present application. 
With the exception of So and Sommer (1994), most of the 
models formulated to-date are, strictly speaking, valid for fluids 
with P r ~ l . If the compressible turbulence model for heat 
transfer is to be general enough for fluids with vastly different 
Pr, then the appropriate incompressible model to be adopted 
for extension to compressible flow is that proposed by So and 
Sommer (1994). Therefore, the present approach adopts that 
model as a base and proceeds to generalize it for supersonic 
turbulent flows. 

Again, Morkovin's hypothesis (1962) is invoked in order to 
extend the incompressible model to compressible flows. Since 
the incompressible modeled equations for 62 and eg have been 
given by So and Sommer (1994) and their extensions to com
pressible flows are straight forward, these equations can be 
written down without derivation as: 

_ae 2 _r~, de2 a / _m-
ot oxk oxk \ dxk 

dxk 
Cfi prkj ~~) -2pQk-—- 2peg, 

dx. dxk 

(19) 

p — + pUk — = — \pa 
dxk dxk\ dxk 

dt 

.de, 

dxk 
CegPTkj-

Kdeo 
dx, 

+ Crfl ^2^0 +C0 4Pe 

- Cdi—Puv- Cd4~2pee- Cd5 — pee + £ee, (20) 

where the effects of both thermal (82/eg) and velocity (K/e) 
time scale on the dissipation of 62 are modeled into the ee 

equation. In these equations, 5 is the mean thermal diffusivity 
Pe= ~l>Qk(dQ/dxk) is turbulence production due to mean tem
perature gradients, £efl is a near-wall correcting function, 

e0 = 6e-a(d-\/02 /dx2)2 and the C's are model constants to be 
defined later. 

If the proposed model is to approach the high-Reynolds-
number limit correctly, the model constants in (19) and (20) 
cannot differ from conventional values adopted by other re
searchers. A generally acceptable set of constants for the C's 
are given by: C<,2 = 0.11, C£fl = 0.11, C d l = 1.8, Crf2 = 0, 
Crf3 = 0.72, Crf4 = 2.2 and C(/5 = 0.8. In other words, the near-
wall correcting function £e8 has to be determined so that (19) 
and (20) would approach their high-Reynolds-number coun
terparts correctly, i.e., £E6 would asymptote to zero away from 
a wall. When these constraints are used to derived £e$ correct 
to order x2 near a wall, the following expression is obtained: 

?e6 — fw. (C r f4-4)=2es + C r f 5-e9 

- ^ + ( 2 - C r f l - C d 2 P r ) | f p ; (21) 

where Pe is the mean production term in Pe due to d6/d*i 
alone and e|= ee - ~c&2/x\. The presence of Pg is a consequence 
of the constant wall heat flux boundary condition where 
dQ/dx\ is finite. Therefore, the near-wall correcting function 
is valid for all thermal wall boundary conditions. A damping 
function/we9 = exp[-(Re,/80)2] is introduced to ensure that 
the contribution of %tg would vanish away from the wall. Thus 
formulated, the model has no new constants compared to its 
high-Reynolds-number counterpart. 

With the exception of Nagano and Kim (1988), the various 
damping functions proposed for/x satisfy the requirement that 
a, behave like x\ as a wall is approached. This is consistent 
with the exact near-wall behavior of the normal heat flux. If, 
in addition, the model is to work well with flows having dif-
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ferent Pr, then / x has to be parametric in Pr. When these 
requirements are used to deduce an expression for/x> the fol
lowing is obtained (So and Sommer, 1994): 

1 Re=40000 

A = Cxl(l-Ai)/Re,1/4+A (22) 

where CM is a model constant taken to be parametric in Pr, 
the damping function /X1 is defined by /X1 = [ l - exp ( -x^ / 
A +)]2, x2

+ = x2ur/v is a normal coordinate made dimensionless 
by the local length scale v/uT and the model constant A+ is 
also assumed to be parametric in Pr. The friction velocity u7 
is defined as (TW/~P)

 2. Typically, for flows with P r= l , the 
values for CX1 and A+ are 0.1 and 40, respectively. Their 
variations with Pr have been determined by So and Sommer 
(1994) and are given by: A + = 10/Pr for Pr < 0.25 and A + = 39/ 
Pr1"6 for p r > 0.25; CX| = 0.4/Pr1/4 for Pr < 0.1 and CX1 = 0.07/ 
Pr for Pr>0.1. 

Finally, the wall boundary conditions for the temperature 
field and 62 and eg can be stated as follows. At the wall, the 
thermal boundary conditions can either be adiabatic or con
stant temperature, while 02 = O and (ee)w=a(dy/62/dx2)

2 are 
appropriate for both thermal wall boundary conditions. 

Results and Discussion 
The ability of the near-wall models to calculate heat transfer 

in fluids with widely different Pr is illustrated first. Since Zhang 
et al. (1993b) have found that the LRR model with near-wall 
corrections failed to give good results for boundary-layer flows 
with adverse pressure gradient effects, the present calculations 
are carried out using the LRR/WR model with near-wall cor
rections only. This means solving the modeled equations with 
a nonzero Cw for all cases examined in this paper. Hereafter, 
the LRR/WR model with near-wall corrections and the two-
equation thermal eddy diffusivity model are simply referred 
to as the present model. In these calculations, fully developed 
pipe and channel flows with adiabatic and constant wall tem
perature boundary conditions are considered. Therefore, the 
governing equations outlined above can be reduced to ordinary 
differential equations and solved fairly easily by some standard 
numerical techniques, such as Newton iteration or relaxation 
methods. Both high and low Reynolds-number flows are cal
culated and compared with measurements and direct numerical 
simulation (DNS) data. Some sample comparisons with the 
empirical temperature log-law of Kader (1981) and with the 
DNS data of Kim and Moin (1989) are shown here. 

In Kader's (1981) study, an empirical temperature log-law 
is proposed after careful analysis of numerous temperature 
measurements in pipe and channel flows with widely different 
Pr. The resultant log-law is found to correlate well with meas
urements over a broad range of Reynolds number and Pr. 
Since a more careful comparison with this empirical log-law 
has been given by So and Sommer (1994), only a representative 
comparison in the Pr_range 10<Pr< 100 is shown in Fig. 1. 
In this figure, G+ =9/9 T ) y+ =yuT/v, y is the normal coor
dinate to the wall and QT is the friction temperature. The model 
calculations are in very good agreement with Kader's temper
ature log-law. Such good agreement extends to Pr as low as 
0.025 and as high as 103. A sample comparison with low-
Reynolds-number channel flows is carried out with the constant 
wall temperature DNS data of Kim and Moin (1989). The 
Reynolds number based on uT is 180 and three different values 
of Pr are investigated. These are: Pr = 0.1, 0.71, and 2. The 
velocity field comparisons have been given by So and Sommer 
(1994) and the results are in good agreement with. DNS data. 
Here, only the comparisons with 9 + and 0rms = (02)'/2/6T, the 
root-mean square temperature variance, are shown in Figs. 2 
and 3, respectively. It can be seen that the calculated mean 
temperature profiles agree well with DNS data and their de
pendence on Pr is modeled correctly (Fig. 2). A slight dis-

Pr=170 
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Fig. 1 Comparison of calculated 9 + with data (Kader, 1981) for incom
pressible flows with different Pr 
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Fig. 2 Comparison of calculated e + with direct simulation data (Kim 
and Moin, 1989) for three values of Pr 
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Fig. 3 Comparison of calculated Orms with direct simulation (Kim and 
Moin, 1989) for three values of Pr 

crepancy exists in the prediction of the maximum 0rras and this 
is most notable for the case where Pr = 2 (Fig. 3). In general, 
the heat transfer model gives good predictions of incompres
sible flows with widely different Pr. 

The compressible flow calculations are compared with the 
measurements of Fernholz and Finley (1977) and Kussoy and 
Horstman (1991), and the constant Pr, model of Zhang et al. 
(1993a). This way, the validity of the constant Pr, assumption 
for compressible flows can be examined. Measurements ob
tained under both adiabatic and cooled wall boundary condi
tions are considered. In this preliminary attempt, all calculated 
cases are limited to flat plate boundary layers only, while at
tempts to calculate complex supersonic flows will be discussed 
in a subsequent report. Two adiabatic cases are chosen from 
Fernholz and Finley (1977). The free-stream Mach numbers of 
these two cases are M„ = 2.244 and 10.31, while the corre-

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116/473 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M_ =2.244, 0W / 0 „ =1.0, Re„ =20797 

U+ 

25-

20-

15 

10-

5-

M.=10.31, ©„/©„= 1.0, Ree= 15074 

o Data 
Present .;••'•*' 
Pr=0.9 

Fig. 4 Comparison of calculated U* with experimental data (Fernholz Fig. 6 Comparison of calculated U* with experimental data (Fernholz 
and Finley, 1977) for the M„ = 2.244 case and Finley, 1977) for the /W„ = 10.31 case 

M_ =2.244, 0W / 0 „ =1.0, Reo =20797 

1.5-

0 / 0 . 

0.5 

Data 
Present 
Pr=0.9 

30-

25-

20-
0 / 0 . H 

15-

10-

5-j 

0-

, M_=10.31, 0W/0„=1.O, Re0=15074 

j ° Data 
\ Present 
I Pr=0.9 

VS. 
0 ' s \ 

O ^ " - » - _ 

0 0.2 0.4 0.6 0.8 
y / 8 

0 0.2 0.4 0.6 0.; 
y / 8 

Fig. 5 Comparison of calculated 8/9,, with experimental data (Fernholz Fig. 7 Comparison of calculated 9/0„ with experimental data (Fernholz 
and Finley, 1977) for the M„ = 2.244 case and Finley, 1977) for the M„ = 10.31 case 

sponding momentum thickness Reynolds number, Re, are 20,797 
and 15,074, respectively. In addition to mean velocity, wall 
friction is also reported. Therefore, the comparisons are made 
with the mean velocity profiles in semi-log plots of U+ versus 
In y£, where U+ = U/uTandy„ =yuT/l>w. Calculations are made 
of the skin friction coefficient, Cf=2Tv,/pa>ulc, and the heat 
transfer coefficient, Ch = qw/p„U„Cp(Qw-Qaw), where gw is 
the wall heat flux. Furthermore, comparisons are made with 
the mean temperature profiles in the form of 9/6oo versus y/ 
8, where Q„ is the free-stream temperature and 5 is the measured 
boundary-layer thickness. However, these are not independent 
comparisons because the temperature profiles are inferred from 
the measured velocity profiles by assuming constant total en
thalpy and pressure across the boundary layers. In order to 
verify the present heat transfer model, comparisons with super
sonic cooled wall boundary layers are carried out. Only one 
case is presented and this has a wall temperature ratio 9W / 
9o,v = 0.3. The data are extracted from Kussoy and Horstman 
(1991). The corresponding M„ and R6 are 3,939 and 4,600, 
respectively. Since the measurements of velocity and temper
ature are obtained independently, the performance of the com
pressible heat transfer model can be evaluated. Again, the skin 
friction coefficient and the heat transfer coefficient are cal
culated and compared with measurements. 

Comparisons with the cases where an adiabatic wall bound
ary condition is specified are presented first. These results are 
shown in Figs. 4-7. Only the mean velocity (Figs. 4 and 6) and 
mean temperature (Figs. 5 and 7) profiles are compared. The 
measured velocity profiles can be correlated by the log-law 
(Zhang et al., 1992a) 

U+=-lnyi+B 
K 

(23) 

where K is the von Karman constant. At low Mach numbers, 
the log-law with K = 0 .41 and 5 = 4.3 correlates well with data 
and model calculations (see log-law plotted in Fig. 4). As Mach 
number increases, B decreases with Mach numbers and at 
M „ = 10.31, the B value determined from the present model 
is 3.35 while that from the constant Prt model is 3.8. Both 
models give the same von Karman constant, i.e., K = 0 . 4 1 . 
However, the present model yields a longer range log-law com
pared to the constant Prt model and is more consistent with 
measurements (see the log-laws plotted in Fig. 6). Therefore, 
the B value thus determined is more reliable (Fig. 6). As for 
the temperature comparison (Figs. 5 and 7), again, there is 
little difference between the two model predictions at low Mach 
numbers. At Mx -10.31, there is a slight discrepancy between 
the present model and that of the constant Pr, model in the 
region bounded by 0.1 <_y/6<0.5. It seems that the present 
model over-predicts the mean temperature in this region. Since 
the mean temperature data are inferred from the mean velocity 
measurements and the assumption of constant total enthalpy, 
it follows that a high measured velocity would lead to a low 
temperature estimation. The measured velocities seem to be 
high compared to the log-law in this region, therefore, the 
inferred temperatures are low. Measurements of C/X 10~3 for 
the Moo = 2.244 and 10.31 cases are 1.62and0.24, respectively. 
The corresponding values determined from the constant Pr, 
model of Zhang et al. (1993a) are 1.69 and 0.24, while the 
present model gives 1.71 and 0.24, respectively. As far as the 
prediction of C/is concerned, both models are quite good. In 
other words, the integral boundary-layer parameters are not 
as much affected by the model used to calculate the flow. 

The cooled wall results are compared in Figs. 8 and 9. It 
has been demonstrated by Zhang et al. (1992) that the von 
Karman constant changes as the wall temperature ratio de-
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creases. Furthermore, B also varies as Qw/Qaw decreases. The 
same behavior is predicted by the constant Prt model and the 
present model. When 0 w / 0 a w decreases to 0.3, the K and B 
values determined from the model calculations are: 0.29 and 
2.87 from the present model and 0.29 and 3.74 from the con
stant Prt model (see the log-laws plotted in Fig. 8), respectively. 
It is difficult to say which set of values agrees better with 
measurements. However, as before, the present model yields 
a longer range of log-law compared to the constant Prt model 
and is consistent with the measurements. In view of this, it 
can be said that the set of values determined from the present 
model is more reliable. There is little difference in the predicted 
mean temperature at low values of 9 w /0 a w . As 0w/0ffM, de
creases to 0.3, a slight discrepancy exists between the model 
predictions in the region bounded by 0.1 <^ /5<0 .5 (Fig. 9), 
which is the same as observed in the Mm = 10.31 case with an 
adiabatic wall boundary condition. This time, the mean tem
peratures are measured independently and they seem to agree 
better with the predictions of the constant Prt model. The 
measured Cfx 10~3 and Chx 10"3 for the Mco = 8.18 case are 
0.98 and 0.53, respectively, while the corresponding calculated 
values are 0.95 and 0.57 from the constant Prt model and 0.99 
and 0.60 from the present model. It can be seen that there is 
an improvement in the prediction of Cf but a deterioration in 
the calculation of Ch when the present model is used to simulate 
the temperature field. However, according to Kussoy and 
Horstman (1991), the measurement of Ch is not as accurate as 
that of Cf. Therefore, it might turn out that there is no de
terioration in the prediction of Ch after all. 

Finally, some sample plots of the temperature variance d2 

and turbulent Prandtl number Prt are shown in Figs. 10 and 
11, respectively. The root mean square temperature variance 
normalized by ( 9 w - 0 „ ) is shown in Fig. 10. It can be seen 

that, as Mm increases, the maximum d2 increases. The same is 
true when O,,/©^ decreases; however, the increase in sub
stantially larger than that due to Mach number enhancement. 
Therefore, these results indicate that temperature fluctuations 
are promoted by compressibility and most significantly by wall 
cooling. The calculated Pr, is not constant across the boundary 
layers (Fig. 11). For an adiabatic wall boundary condition, the 
calculated Prt reaches a maximum of about 2 at the wall and 
decreases rapidly to about 1.5 in the region 4<y£ <8 . There
after, Prt continues to decrease towards the edge of the bound
ary layer. Essentially the same trend is followed by the 
M„ = 2.244 case, except that the level is lower. On the other 
hand, Prt has a value of about 1.1 at the wall for the cooled 
wall case. Its value decreases to a minimum at y£ = 6 and then 
rises to a maximum of about 1.7 at y£ =20. At the edge of 
the boundary layer, the value of Prt is about 1.0, which is 
substantially higher than the values attained in the adiabatic 
wall cases. The constant Prt model calculations show that, 
irrespective of the fact that Prt varies significantly across the 
boundary layers, a constant value of 0.9 yields mean flow 
results that are as good as the present model. As for the tur
bulence statistics, no reliable data is available for comparisons. 
Therefore, the merit of the present model versus that of con
stant Prt cannot be commented on in this work. 

Conclusions 

A two-equation turbulence model for the temperature field 
is proposed for supersonic flows. The model equations are 
derived directly from their incompressible counterparts by in
voking Morkovin's hypothesis, where it is postulated that com
pressibility effects could be accounted for by the variations of 
mean density alone, A thermal eddy diffusivity is assumed and 
it is determined from the temperature variance and its dissi-
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pation rate, whose transport equations are modeled and solved 
in the present approach. The thermal eddy diffusivity is taken 
to be the product of a turbulence velocity scale and a length 
scale. It is further assumed that the turbulence velocity scale 
and an appropriately defined time scale can be used to define 
the length scale. Both thermal and velocity time scales are used 
to determine the appropriate time scale. This is necessary be
cause the interactions of the velocity and temperature fields 
have to be accounted for properly. The present approach in
vokes a second-order compressible turbulence model for the 
velocity field. The model equations are applied to study super
sonic flows with free stream Mach numbers and wall temper
ature ratios that vary from 2.244 to 10.31 and 0.3 to 1.0, 
respectively. In calculating these supersonic flows, real gas 
effects are neglected. The calculated results are compared with 
measurements covering the same range of Mach numbers and 
wall temperature ratios. A similar model assuming the tur
bulent Prandtl number to be 0.9 is used to calculate the test 
cases and the results compared with the variable Prt model 
calculations and measurements. 

The two model calculations yield results that are in good 
agreement with measurements. One possible difference is in 
the prediction of the range of the log-law. The present model 
predicts a longer range for all test cases examined compared 
to the constant Prt model. In the test cases studied, the longer 
log-law range seem to be more consistent with measurements. 
Thus compared, the constant Pr, assumption is found to be 
valid for the range of Mach numbers and wall temperature 
ratios investigated. On the other hand, compared to the con
stant Prt calculations, the present model over-predicts slightly 
the mean temperature in the range 0<^/5<0.5 at high Mach 
numbers and low wall temperature ratios. Consequently, the 
relative merits of the present model and the constant Pr, model 
have to be further analyzed by comparing the calculations with 
accurately measured turbulence statistics, which are presently 
lacking. 
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The Wawenumber-Phase Velocity 
Representation for the Turbulent 
Wall-Pressure Spectrum 
Wall-pressure fluctuations can be represented by a spectrum level that is a function 
of flow-direction wavenumber and frequnecy, $(ku co). In the theory developed 
herein the frequency is replaced by a phase speed; u> = ckh At low wavenumbers the 
spectrum is a universal function if nondimensionalized by the friction velocity u* 
and the boundary layer thickness 8, while at high wavenumbers another universal 
function holds if nondimensionalized by u* and viscosity v. The theory predicts that 
at moderate wavenumbers the spectrum must be of the form $+ (k\, co+ =c+k\) 
= k\~2P+ (Ac+) where P+(Ac+) is a universal function. Here Ac+ is the difference 
between the phase speed and the speed for which the maximum o /$ + occurs. Similar 
laws exist in outer variables. New measurements of the wall-pressure are given for 
a large Reynolds number range; 45,000 < Re= U08/v< 113,000. The scaling laws 
described above were tested with the experimental results and found to be valid. 
An experimentally determined curve for P+ (Ac+) is given. 

Introduction 
In the general situation where a boundary layer develops 

slowly, the flow only depends on the local properties; the layer 
thickness, friction velocity, fluid density, pressure gradient, 
and the characteristic Mach number and Reynolds number of 
the flow. This paper deals with incompressible flow where the 
Mach number is nearly zero. As in the general theory of tur
bulent boundary layers the development is organized as the 
limiting behavior for high Reynolds numbers. Although the 
data we will present are for zero-pressure gradients, the theory 
is also applicable to flows with pressure gradients. 

It is well-known that turbulent boundary layers have two 
distinctively different layers; the outer inviscid layer and the 
inner wall layer. These layers are not mutually exclusive but 
have a region of overlap, the "log region." The extent of the 
overlap region increases directly with the Reynolds number. 
Because the wall pressure is influenced by turbulent motions 
from throughout the boundary layer, changes in boundary 
layer overlap structure are reflected by changes in the spectrum. 
In this paper, we develop a theory that accounts for the ex
pansion of the frequency range in a rational way. 

Over the last thirty years numerous measurements of the 
wall-pressure field have been made. Even though approaches 
exist which seek to characterize the signature of wall pressure 
from coherent turbulent structures (Dinkelacker, 1977; Wil-
czynski and Casarella, 1993) experimental studies generally 
concern the statistical description of the wall-pressure field. 
Results for Rpp (£, f, T) are presented in physical and temporal 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 25, 1993; revised manuscript received September 29, 1993. Associate 
Technical Editor: D. M. Bushnell. 

space (for example, WiUmarth, 1975) and Panton, 1980). Re
lated quantities have been studied in physical and frequency 
space, Spp (£, f, co), by among others, Bull (1967), Blake (1970), 
WiUmarth (1970), for aerodynamic boundary layers, and by 
Carey (1967), Bakewell (1968), and Benarrous (1979) for hy-
drodynamic boundary layers. Fourier transforming the results 
obtained in physical space (Wills, 1970; Karangelen et al., 
1991); Manoha, 1991) gives one access to a continuous rep
resentation of the cross-spectrum in A:-co space. 

Theory 
A physical characteristic of turbulent wall layers is that the 

fluctuations, which have a small characteristic velocity, are 
convected with a much larger velocity. The crudest approxi
mation is that the convection velocity is a constant fraction of 
the free-stream velocity. A much better approximation is that 
the convection velocity is approximately the local mean ve
locity. The physical process of convection is emphasized by 
introducing a phase velocity defined by 

c = u>/k< (1) 
With this substitution the spectrum function $(&[, co) can be 
given as a function of ku and c. 

$ = (*i, c*i) (2) 

(Wills (1970) used this approach to separated acoustic noise 
from his measurements.) The physical picture is that the pres
sure fluctuations are primarily the result of superimposed com
ponents of wavenumber ku being convected at a speed c over 
the wall. At a specific point on the wall it is expected that 
turbulent fluctuations of small scale convected at a low speed 
will produce the same frequency as a large fluctuation con-
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vected at a high speed. By using c and kx as independent 
variables the contributions of different size eddys to the same 
frequency are separated. 

It is a fact that the extent of influence of a turbulent fluc
tuation is proportional to its size. The largest fluctuations have 
a spatial scale about the size of the boundary layer thickness, 
while the smallest scales are related to the thickness of the 
viscous sublayer. Thus, a small eddy that is in the outer layer 
is not felt on the wall. This is particularly true as the Reynolds 
number becomes high and the outer layer is large compared 
to the inner layer. If it is valid that the highest wavenumber 
portion of the spectrum comes only from the inner layer then 
the proper nondimensional variables are scaled with the inner 
scales u and v, that is 

— 2 2,, 

P ""* 
kt-1^- c+ 

, K\ — , C 

c 
(3) 

In this form the spectrum $ + should be nearly independent 
of the Reynolds number in the region of high kx. Moreover, 
this portion of the spectrum should not be influenced greatly 
by an external pressure gradient. 

At the other end of the spectrum, the largest turbulent eddys 
exist only in the outer layer and have a size scaled by the 
boundary layer thickness 5. The intensity of fluctuation in these 
eddys also scales with u*. The appropriate outer scaling (the 
use of u* and 5 for scaling the frequency spectrum was pro
posed long ago and has been experimentally confirmed by 
Farabee and Casarella, 1991) is 

• 2„3<;2 ' * 1 - K l ° . <--
P UJ> 

t/o. 
(4) 

At low wavenumbers this form for E should be roughly in
dependent of the Reynolds number, however, it will be sensitive 
to the pressure gradient. An important assumption is that the 
phase velocity is expressed as a defect law; an analogy with 
the mean velocity profile where it is known to be the correct 
form. 

The ratio of outer and inner scales is the Reynolds number 

Re = — 
* v (5) 

Inner and outer spectrum variables, defined above, are simply 
related through this Reynolds number. The relations are 

E = * + Re;2, K^ktRe,, C=c+ -Ux/ut (6) 

It should be noted that U^/u^ is a function of the Reynolds 
number. 

Next, we consider the ridge in the /t, - c plane where * has 
a local maximum for constant wavenumber (d#, dc = 0). The 
values along the ridge are noted by the subscript max and the 
location is the curve c+

max = c+
miix (kf). 

Emax(K[) = 'E(Ki, Ki Cmax) 

<s>Lx(kt) = <s>+(kt,c+aM) (7) 

The curve c +
m&x can be considered as the convective velocity of 

the pressure fluctuations. As with the complete spectra these 
maxima functions are independent of Reynolds number in the 
inner and outer scaling at high and low wavenumbers, re
spectively. Of interest in the current paper is the overlap con
vective law given by Panton and Linebarger (1974). 

1 
ln(A-,+) + C (8) 

The constants here are the same as those in the mean velocity 
law (note that conversion of Eq. (8)) from k\ to Kt is accom
plished using the friction law; 

^ = ±ln(R«.) + C+25 
U„ K K 

* 
Assume that there is an overlap region in $max as a function 

of kx where both inner and outer scaling are valid. That is, 
there is a region of intermediate wavenumbers where both 
expressions in Eq. (7) are valid 

:<J>+ Re~ (9) 

Since this is a finite region we may differentiate Eq. (9) with 
respect to K\ to obtain 

^ £ m a x _ ^ ( ^ m a x R e ; 2 ) ^ r 

dKx dkt dKi 

Using the relation K1 = k+
iRet, separating variables, and con

sidering Kx and k \ to be independent (for fixed Kx, Re t could 
be changed) leads to 

K 
3 " ^ m a x (Ari+)3rf*4x_ : Constant = A ' (10) 

dKx
 v" ' ' dkt 

One of the two differential equations that result is 

d-Lm3x = A'Kt3 dK, 

Thus, in the range of wavenumbers where there is an overlap, 
the behavior of the maximum values must be 

Emax=^^f2 + C1 (10a) 

Similar arguments produce the inner form of this relation 

c 
^max 

f 
ki 
P 

Re. 
Rppti, f, r) 

Spptf) 
Spp(u) 

SppiZ, f, «) 
t/„ 

* 
a 

8* 
8 

= 

= 
= 
= 
= 
= 
= 
= 
— 

= 
= 
= 
= 

= 
= 

phase speed 
convection velocity 
frequency 
streamwise wavenumber 
pressure fluctuation 
Reynolds number ut8/v 
cross-correlation function 
wall-pressure power spectral density 
wall-pressure spec-trum: 4^5^(0)) = 
Spp(f) 
wall-pressure cross-spectrum 
free-stream velocity 
friction velocity 
coefficient for streamwise decay of 
coherence 
displacement thickness 
boundary layer thickness 

p = density 
$(A:i, k2, o>) = wavenumber and frequency cross-spec

trum 
#(A"1, w) = integrated wavenumber spectrum 

v = kinematic viscosity 
T = time delay 

T0 = mean wall shear stress (T0 = />«*2) 
ij, f = streamwise and transverse separation 

distance 
co = angular frequency, 2irf 

P+(c+, k\) = spectrum function 
RpP(i, f, T) = p(x, z, t)>p{x+k, z+r> t+r) 
Spp(i, f, co) = \/2-K[R„,(S, f, r).exp(-/coT) 

d£, d{ dr— 
# ( * „ kit co) = 1/8TT3 \Rpp(i, f, T).exp(/(*i$ + *3* 

-cor))d£ d$dr 
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*max = ^4 kr2+C2 (106) 

Back substitution into Eq. (9) shows that the constants are 
zero. Equations (10) were previously given by Panton (1990). 

The essential mathematical element of the argument above 
is that a function of the single variable, ku has an overlap 
region which expands with Reynolds number. Any other math
ematical property of the spectra where c is eliminated to leave 
only the independent variable k\ can be similarly treated. Here 
we extend the argument to prove that the spectra in the overlap 
region must also have a universal shape. Consider the integral 
below over c+ with k\ as a parameter 

I+{kt) = ^$+(kt,c+kt)d(c+kt) (11a) 

k* = constant 

Transforming the integral into outer variables yields 

I+(kt)=Re*\jL(Ki, CKX) d^CK^Rt*!^) (116) 

Applying the same overlap argument as above to the functions 
I+ (Art) and l(Ki) shows that we should expect a range of 
moderate wavenumbers where the integrals must have the fol
lowing trends 

I+{kt)=Bkt~i l(Kl) = BKi~
l (12) 

Next, consider that the expressions in Eq. (12) can be solved 
for the constant B 

B = ktl+(kt)=\kt2<f>+(kt, c+kt) dc+ (13) 

Let the integrand be denoted by P+ 

P+{ct, kt)=kt2$+{kt, c+ kt) (14) 

Consider P+ as a function of c+ with k\ as a parameter. Fur
thermore, note that there is no change in the level of P+ when 
it is expressed in outer variables. 

'IL2 

V R e * , 
= Ki

2L = P(C,Kl) (15) 

We will call P+ or P the spectrum function. 
For constant wavenumber the peaks of the P+ curves can 

be lined up by introducing the variable 

A c + = c + - c , ^ ( * , ) (16) 

In the overlap range c+
mRX is given by Eq. (10). Likewise, the 

outer representation should be based on the defect velocity 

A C = C - C m a x = A c + (17) 

Equations (15) and (17) imply that any statement about P + ( c + , 
k\) also applies to P(C, K{). 

Next we will show that P+ has a universal form, that is 
P+(c+, k\)= P+(Ac+) for any k\ is in the overlap region. 
To prove this consider a new integral from the maximum 
c+

raaxt0 a n arbitrary point c+
max +Ac + 

{c max + Ac + 
P+(c+,kt)dc+ 

c max 

Since P+(c+, k\) = P(C,Kl), Eq. (15), and AC=Ac + , Eq. 
(17), the value of this integral is unchanged when it is trans
formed into outer variables, that is 

J
c max + &c 

V{C,Kl)dC=I2(K1;±Q (18) 
^max 

Therefore, the overlap arguments can be applied to show that 
I\ is constant (for fixed Ac+) over the range of overlap wave-
numbers. Equally as important is the fact that the argument 
is good for any choice of Ac+ =AC. 

Figure 1 shows the integral for a certain value of Ac+ for 
two different wavenumbers. Assume the opposite of what we 

P+(c+, kt)=kt2$* = E Re* 

Fig. 1 Spectrum function P*(c+). Two curves for distinct wavenumbers. 

Table 1 Boundary layer characteristics 
Uo m/s 
u m/s 
5 m 

n C 
d+ 

Re 
* 

20 
0.826 
0.0358 
0.16 
5.082 
166 
1908 

30 
1.18 
0.0358* 
0.16* 
5.082* 
238 
2725 

40 
1.56 
0.0359 
0.087 
5.018 
314 
3662 

50 
1.9 
0.0358* 
0.16* 
5.082* 
385 
4400 

60 
2.19 
0.0359 
0.27 
5.52 

5086 

•Extrapolated values from 20 m/s. 

desire to prove; namely, that the curves for two different over
lap wavenumbers are distinct as shown. Since the integrals are 
equal by Eq. (18) there must be a crossover point between 
c+

max and c+
max + Ac+ . If this were true we could immediately 

choose the crossover point as a new Ac + and the integrals to 
this new value would be different. This contradicts the known 
fact in Eq. (18), hence the curves P+(Ac+) = ~P(AQ must be 
identical (universal) for all k\ in the overlap region. 

As an aside we note that if one deals with the complete 
spectrum with zero span wise separation $+

pp (k\, k\ = Q, 
c + k\), as opposed to the spectrum that is integrated over 
k3, the corresponding result is $+

pp (k\, fc+
3 = 0, c+k\) = 

Arr3P^(Ac+ ,*-D. 
We summarize the results with the following statements. For 

high wavenumbers the spectrum function P+ (Ac+, k\) depends 
on k\ but should be independent of the Reynolds number. 
Similarly, for low wavenumbers the outer representation 
P(AC, Ki) should be roughly independent of Reynolds num
ber. The range of overlap wavenumbers that connects these 
representations expands directly with increasing Reynolds 
number. It has been shown that within an overlap range of 
wavenumbers, denoted by Kx min to k\mm the spectrum func
tion is a universal function _P+(Ac+); in other words, P+(Ac+, 
k\) becomes independent of k\. 

Moreover, it has previously been proposed, Panton and 
Linebarger (1974), that the convection velocity c ^ is a uni
versal function for high wavenumbers, Cmax is a universal func
tion for low wavenumbers, and the overlap region is given by 
Eqs. (18). 

Comparison with Experiments 

The theory was tested by measurement made in the wind 
tunnel of the Acoustics Center at Ecole Centrale de Lyon. The 
tunnel, illustrated in Fig. 2 and described more fully in Robert 
(1993), was especially constructed to minimize acoustic con
tamination by upstream machinery and ambient noise. 

The mean velocity profiles, shown in Fig. 3, were measured 
with a Pitot tube for three flow speeds: 20, 40, 60 m/s. These 
profiles were used to determine the parameters u*, 5, and II 
by the methods which are fully given by Robert (1993). The 
values, see Table 1, are consistent with the different laws di
recting the characteristics of the boundary layer at different 
speeds. The wake components, II, are variable and somewhat 
smaller than the nominal value of 0.6. Casarella and coworkers 
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Air input 

Test section 

Secondary circuit 

Anechoic room 

Fig. 2 The anachoic wind tunnel facility at Ecole Centrale de Lyon 

3 0 

B 9 5 6 7 

L n ( y U * / v ) 

Fig. 3 Boundary layer velocity profiles. Law of the wall coordinates. 

ft 
ft 
ft 
M 

1 2 3 4 
Log ( f / 1 Hz ) 

Fig. 4 Wall pressure frequency spectra in dB (ref 1 Pa2/Hz) for 20, 30, 
40, and 50 m/s. Note that the origin is shifted for each curve. 

(private communication) have noted that the method of trip
ping has a large and longlasting effect on this value. 

The frequency spectra measurements are presented for the 
four velocities in Fig. 4. In this figure one can observe some 
strong energetic levels at very low frequencies. These levels 
comes from stationary acoustic waves that occur in the test 
section between the upstream convergent and the exit section. 
In what follows we will limit the displays to frequencies above 
50 Hz. The spectra levels obtained in the present study are 
roughly ldB lower than those of Farabee and Casarella (1991). 

A more precise description of the wall-pressure field is ob
tained with the cross-spectrum Spp (£, f, w). Below we discuss 
only the behavior with respect to £. In general, the cross-

(J 

2 0 

1 5 
0 .00 0 .02 0 . 0 4 0 .06 0 .08 0.10 

S e p a r a t i o n , (m.) 

Fig. 5 Streamwise cross-spectrum of the wall pressure for U„ = 30 
m/s and f=900 Hz; (a) coherence function, (b) phase function, (c) con
vection velocity 

spectrum is a complex function that is often represented by 
the coherence function A(%, u)= \SPP(%, 0, co)\/(Spl (OJ) 
SP2(<>>))0'5 together with a phase function 6(£, to). The coherence 
expresses the decreasing activity of the pressure field associated 
with the w frequency when it is convected over a distance £. 
A (different) convection velocity is obtained from 
£/c(£, W) = GJ£/G(£, to). A typical example of the evolution of 
these three functions is shown in Fig. 5. At a given frequency, 
the coherence function shows a nearly exponential decrease 
with £ while the phase increases almost, but not quite, linearly. 
The departure of the phase from linearity is easier to see in 
the convection velocity which increases slightly with the sep
aration. 

For a given frequency the cross-spectrum $(£i, o) was ob-
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2000 

1000 

500 1000 
Wavenumber Kl (1/m) 

1500 

Fig. 6 Contour plot of streamwise wave number frequency spectrum 
of wall pressure in dB (ref 1 Pa2 m/Hz) with increments of 2.5 dB for 
Uo = 20 m/s. Frequency (50 Hz) and wave number limits (1 db and 3db 
loss from microphone spatial sensitivity) are given by dashed line. 

0 5 0 0 1000 
W a v e n u m b e r Kl ( 1 / m ) 

1500 

Fig. 7 Contour plot of streamwise wave number frequency spectrum 
of wall pressure in dB (ref 1 Pa2 m/Hz) with increments of 2.5 dB for 
Uo = 20m/s. 

tained by a fast Fourier Transform over the space variable £ 
of the cross-spectrum Spp (ij, 0, w). A typical wavenumber cross-
spectrum presents a principal peak that characterizes the con
verted nature of the wall-pressure field. The evolution of the 
convection peak is presented as a function of frequency for 
the two extreme Reynolds numbers in Figs. 6 and 7. Two types 
of limit lines are shown on the figures; one for the 50Hz 
acoustic standing waves mentioned earlier and the second cor
responding to two estimates for the transducer resolution. The 
estimates were made considering a one db and three db loss 
of response for a circular diaphragm with a radius 80 percent 
of the microphone radius. 

The increase of the flow velocity, and thus the convection 
velocities, manifests itself in the straightening of the convection 
contours towards the frequency axis. As Wills (1970) and Choi 
and Moin (1990) have observed, the convection ridge has a 
tendency to broaden when the frequency rises. This broadening 
is induced by the reduction of the correlation lengths at high 
frequencies. The ridge presents a strong asymmetry with an 
abrupt fall of level toward the low wavenumbers. This behavior 
is equally observable in the results of Willis and Choi and Moin 
but less so than in those of Karangelen et al. (1991). This 
asymmetry cannot come from the FFT process on the cross-
spectrum modulus because it only acts grossly and in a sym
metrical fashion on the width of the convection peak. It comes 
instead from the nonlinearity of the phase 9 as a function of 
the separation. That is to say the evolution of the convection 
velocity with the separation. A constant convection velocity, 
that is 0 a linear function, would only induce a symmetrical 
convection peak centered on u/Uc in the wavenumber space. 

The experimental results were reprocessed into the form 
P(AC, Ki) and contour plots for wind tunnel speeds of 20, 

10 20 3 0 
W a v e n u m b e r 

Fig. 8 Spectrum function P(K, C). Level in dB (5 dB between solid lines) 
U„ = 20 m/s, Re* = 1908. Frequency and wave number limits given by 
dashed line. 

U 

U 
0 
H 

id 

a 

0 

,w 
J) 
P 

- 1 5 

- 2 0 

10 20 30 4 0 
W a v e n u m b e r : Kl 

5 0 

Fig. 9 Spectrum function P(K, C). Level in dB (5 dB between solid lines) 
Uo = 50 m/s, Re* = 4400. Frequency and wave number limits given by 
dashed line. 

30, 40, and 50 m/s, Re* = 1900 to 4500, and plotted in contour 
maps. The extreme cases are given in Figs. 8 and 9. Note that 
all of the data presented are made dimensionless by boundary 
layer parameters and not by the rms of the signals. The limit 
lines for acoustic interference and transducer resolution are 
again shown. 

The overlap region where P(AC, K\) is only a function of 
AC is also evident. This is seen more accurately in Figs. 10 
through 12 where cuts at constant wavenumber for the different 
Reynolds number are plotted. At Ki = 10 the overlap region 
has not been reached as the peak of the curves are noticeably 
lower than those of the other figures. Comparison of the re
maining curves with each other shows no significant difference. 
For reference a curve fit to the data (from Kx = 20, and 30) is 
plotted. The equation that resulted is 

10LogP = .4+5AC+C(AC)2 + .D(AC)3 

+ £(AC)4 + F(AC)5 (19) 
.4=-11.09, 5 = 0.05333, C=-0.3851, 

D= -0.03458, £ = 0.005006, £=0.0007544 
The free-stream speed, C=0, is an effective maximum for the 
phase speed. 

The drop-off in the spectrum at very low wavenumbers is 
shown in Fig. 13. Here cuts of the spectrum function are made 
at constant wavenumbers and the data from the two extreme 
Reynolds number grouped on a single graph. The similarity 
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Fig. 10 Spectrum function at K, = 10 for all Re* 
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Fig. 13 Spectrum function for low wavenumbers at different K for 
Re* = 1908 and 4400. 
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Fig. 11 Spectrum function at (C, =20 for Re* 
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Fig. 14 Maximum of spectrum function for all Re* 
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Fig. 12 Spectrum function at K, = 30 for all Re* 
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Fig. 15 Convective velocity 

50 

with Reynolds number is very good and confirms, at least for 
these values, that the low wavenumber spectrum is independent 
of Re* (see also Fig. 14). Theoretically these wavenumbers are 
sensitive to pressure gradient. As the wavenumber decreases 
the content at low phase velocities remains about the same, 
the peak decreases and moves slightly to higher velocities, and 
the content at high phase velocities broadens noticeably. For 
example, at a wavenumber of Kt = 4 the curves rise rapidly 
from C=0 , essentially the free-stream velocity. Although the 
spectrum levels at low Kx and high velocities are quite low the 
broadening is to be expected physically. It is well-known that 
boundary layers have potential fluctuations out to distances 
considerably larger than y = <5. Explicit evidence of the con
nection between the potential fluctuations and the wall pressure 
has been obtained by correlating a hot wire at distances greater 
than 5 and a wall microphone. Such data have been given by 
Farabee and Casarella (1991) and Panton et al. (1980). 

The drop-off of the maximum values of the spectrum func
tion is presented in Fig. 14 for all Reynolds numbers. Again 
the curves correlate very well. There is negligible contribution 
to the spectrum function (seven db down from the peak) for 
wavenumbers less than Kx = 2.5. The value for which the level 
reaches a constant, 10 log P = - 1 1 , marks the lower end of 
the overlap region and is about Kmin= 14 (the corresponding 
wavelength is Amin = 0.45 5). This is a little higher than the 
value of Kmin = 6 chosen by Karangelen et al. (1991). The data 
show a slight downward trend at higher wavenumbers, how
ever, the accuracy of the calculation and scatter of the results 
are becoming larger so this is probably not an actual physical 
trend. 

The convective velocities Cmax (Kx) for all Reynolds numbers 
are given on Fig. 15. The different Reynolds numbers correlate 
very well in terms of these variables, especially when one notes 
that blunt contours give difficulty in obtaining Cmax when K\ 
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is low. For the overlap region of wavenumbers the theoretical 
relation obtained by rearranging Eq. (8) is 

C m a x = - - l n ( ^ ) - — (20) 
K K 

This equation is shown on Fig. 15 for two values of the wave 
strength constant II, 0.28, and 0.6. The values 0.28 is a fit to 
the data of the figure while 0.6 is the number most often given 
as typical of zero pressure gradient boundary layers. For com
parison recall (Table 1) that the tested velocity profiles yielded 
values of 0.09 to 0.27. The fact that the detailed nature of the 
outer flow is very important to the low wavenumber spectrum 
was emphasized by Farabee and Casarella (1991) and we concur 
on this point. 

The deviation from the overlap law, a wake law if you like, 
occurs toward lower values of the velocity. This is in agreement 
with the results presented recently in Karangelen et al. (1991) 
but in the opposite direction from the older data of Wills 
(1970). Also noted from Figs. 8 and 9 that the contours are 
very broad and blunt in this region. The results do not approach 
the free-stream as K\-~0. This means that there are always 
very low wavenumber components within the boundary layer 
traveling at low velocities that are as important as the low 
wavenumber potential motions in the free-stream. 

Because of transducer spatial resolution and the minimum 
spacing between microphones, the data do not extend to high 
enough wavenumbers to see the drop off in the spectrum func
tion from viscous effects. We can guess that this begins for 
wavelengths about twice the buffer layer thickness. X+ = 100 
or fc+

max = A:1j'/M*]max = 0.0625. For a Reynolds number of 
Re* = 1000 this is equivalent to K{ =62, a value beyond the 
range of the measurements. 

Conclusions 
The wall pressure fluctuations under a turbulent wall layer 

have been discussed in terms of a spectrum function with 
stream wise wavenumber kt and phase velocity c as variables. 
The conversion of the frequency into a wavenumber and phase 
velocity, u> = k\ c, allows a theory that postulates an overlap 
range of wavenumbers where both inner and outer variables 
are valid. The most important theoretical conclusion is that 
the spectrum in the overlap region is of the form $ + {k\, 
u+=c+k+

1)= {k\Y2 P+(Ac+) in inner variables or E = A","2 

P(AQ in outer variables. Here Ac+=AC is the difference 
between the phase speed and the speed for which the maximum 
of $ + occurs. Experimental data validate the overlap form 
and show that P(AC) =P+(Ac+) is an asymmetric function. 
This representation is valid from A:i5]min= 14 to some value of 
k\v/u*]mm (about 0.0625?) which is too high for the experi
ments to resolve. The overlap convective law for cmax from 
previous theory was also verified. 

For values of the wavenumber lower than Kmin the spectrum 
function P (Ku C) falls rapidly and is seven db down from the 
peak when the wavenumber is K{ = 2.5. Also at low wavenum
bers the spectrum funciton broadens and shows a small con
tribution from the potential motions as c— U„- At least in the 
range of experiments covered by the experiments, Re* = 1000 
to 4,500 the low wavenumber convective events scale are in
dependent of Reynolds number when scaled on outer variables 
including a defect phase velocity. 
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Experimental Determination of 
Transition to Turbulence in a 
Rectangular Channel With Eddy 
Promoters 
We report on laminar-to-turbulent transition in a rectangular channel in the presence 
of periodically placed cylindrical eddy promoters. Transition is identified through 
the analysis of power spectral density (PSD) of velocity fluctuations. Placement of 
the eddy promoters in the channel, depending on the geometric configuration, can 
significantly reduce the value of Reynolds number at transition. The critical Reynolds 
number (based on the average velocity and the channel height) ranges from 1500 
(for an unobstructed channel) to about 400 (for the most unstable configuration 
we have deployed). For all the configurations tested, demarcation of transition can 
be correlated with the expression: ReT = y/f^/p H/2/v = 44~51, where Tw?au is the 
spatially averaged value of mean wall shear stress and H is the channel height. 

1 Introduction 
Heat transfer enhancement plays an important role in the 

performance of many engineering systems; heat exchangers, 
gas turbine blades, and electronic components are few such 
examples. For almost all of these applications, the task of the 
design engineer is to optimize the rate of heat transfer for given 
systems parameters (or equivalently, to minimize cost of op
eration for a given rate of heat removal). 

Studies have shown that the critical Reynolds number as
sociated with transition to turbulence is lower for the geom
etries modified for transport enhancement (e.g., with eddy 
promoters or wall grooves) than for the equivalent system 
without any modification (Thomas, 1966; Kozlu, 1989; Greiner 
et al., 1990). Although the "early" transition is associated 
with very effective enhancement of heat transfer, presently, 
there is no developed procedure to predict the transition for 
a geometry of this type, nor any accepted qualitative expla
nation for the observed "premature" transition. These pre
liminary results suggest that, in view of the role of this type 
of geometries in heat transfer augmentation, we might signif
icantly benefit from a systematic investigation of laminar-to-
turbulent transition in these flow configurations. 

Information concerning transition to turbulence is important 
for various other reasons as well. First, laminar-to-turbulent 
transition is one of the still unresolved problems. Second, 
turbulence plays a significant role in many engineering appli
cations. However we still do not have any general criterion 
that correlates transition in all flow configurations: the value 
of critical Reynolds number is system specific (e.g., Eckert 

and Irvine, 1956; Obot, 1988) and is also frequently dependent 
on initial perturbation (e.g., Joseph, 1976). 

Laminar flow characteristics are largely determined by the 
boundary conditions, the nature of the driving forces, the 
extent of ambient noise and flow configuration. On the other 
hand, there are several features (e.g., dynamics of the smallest 
scales, energy cascading, Reynolds transport) which are uni
versal characteristics of any turbulent flow. This suggests that 
perhaps it is the internal dynamics (and not the evolution) of 
turbulence which contributes not only to the universal nature 
of a turbulent flow, but may prove useful in forming a general 
criterion for transition (Mikic, 1990), which would be based 
on the condition for maintenance of turbulence. 

The central argument in the proposed approach is this: in 
wall bounded flows, the system capacity to sustain turbulence 
is determined by the system's ability to supply high vorticity 
fluid from the wall region (where vorticity is generated) to the 
core. Or in the mechanistic terms, for turbulence to be sus
tained, the time required for convection of vorticity from the 
wall region to the core must be smaller than the time within 
which the transported vorticity would be dissipated. Since this 
supply of vorticity occurs via perturbation motions and since 
these motions are correlated with friction velocity, the Reynolds 
number based on friction velocity is a good candidate for de
marcation of cessation of turbulence (Mikic et al., 1992). 

The primary objective of the present work is to provide a 
comprehensive set of experimental data on transition and com
pare the findings with the proposed demarcation criterion. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 28, 1993; revised manuscript received November 19, 1993. Associate Tech
nical Editor: W. S. Saric. 

2 Experimental Procedure 
Experiments were performed with air as the fluid. The air 

temperature was controlled to within ±2°C. Different flow 
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Fig. 1 A schematic view of the flow configuration with eddy promoters 

Table 1 Parameters in different flow configuration 
Name 

825C 
425C 
225C 
125C 
835C 
435C 
Plain 

l/H 

7.76 
3.88 
1.94 
0.97 
7.76 
3.88 

d/H 

0.196 
0.196 
0.196 
0.196 
0.309 
0.309 

W/H 

8.63 
8.63 
8.63 
8.63 
8.63 
8.63 
8.91 

control devices (e.g., screens, honeycombs, diverging-con-
verging sections) were deployed to straighten the flow and 
break large eddies before air entered the test section. The 
fluctuation intensity at the entrance to the test section was less 
than 5 percent. A more detailed description of the wind tunnel 
has been reported by Kapat (1991). 

A schematic of the flow geometry is shown in Fig. 1. A 
rectangular test section with aspect ratio {W/H) of 8.91 (with 
height H= 0.02568 m) was used. Cylindrical rods, with di
ameter d and placed perpendicular to the flow, were used as 
eddy promoters. In all the experiments reported here, the cyl
inders were placed in the midplane such that b/H=0.5. 

The configuration of the unobstructed channel and six dif
ferent eddy promoter configurations were tested. The values 
of different flow parameters for these seven cases are tabulated 
in the Table 1. 

The layout of the whole test section is shown in Fig. 2. The 
test section was made of three segments. A Pitot tube and a 
thermocouple were inserted through the bottom surface of the 
75 cm-long first part that did not contain any eddy promoters. 
The pitot tube was traversed to measure the velocity profile 
at a fixed location. The average velocity ( Vav) obtained from 
this profile was used in all of the subsequent Reynolds number 
calculation. However, because of the finite aspect ratio, Vm 
was not the same as the true average velocity averaged over 
the whole cross-section: the former was at most 6.99 percent 
higher than the later. 

The eddy promoters, a hotwire and several static wall pres
sure taps were placed in the 132 cm-long middle segment. The 
pressure taps were mounted along the center of the test section 
at equal distances from the side walls. The hotwire was located 
at a point 4 cm from the centerline. The purpose of the 65 
cm-long last portion of the test section was to isolate the middle 
segment of the test section from the exit conditions. 

The separation between consecutive static pressure taps at 
the wall were integral multiples of the geometric periodicity in 

-67 cm-

30 cm 
/ ,6 cm 

-75 cm-
10 cm 

J—I I U—1/„ / 
Air flow 2.5 cm 

-75 cm- -132 cm- 65 cm — 
exit entrance measurement section 

section (with eddy promoters) section 

a. Pi tot -s tat ic probe 
b. hot-wire anemometer 
c. shear probe 
d. 6 pressure taps 

(at 20 cm interval) 

Fig. 2 Layout of the test section 

cylinder deployment for all of the configurations tested. This 
ensured that if the drop of pressure over two consecutive in
tervals between pressure taps were found to be "close enough" 
to the pressure drop over the adjacent upstream interval, then 
the flow can be assumed to be fully developed (Patankar et 
al., 1977). In all the tests, the difference between pressure drops 
over consecutive intervals were less than 3 percent around the 
measurement location. All differential pressure measurements 
were performed with an MKS-398 Baratron pressure trans
ducer equipped with a one torr sensing head. 

The nature of velocity fluctuations in the flow field was 
monitored with the hot wire anemometer probe (TSI model 
1211-T1.5) in conjunction with a constant temperature bridge, 
TSI model 1053. The hot wire was oriented such that the 
streamwise component of velocity was normal to the wire and 
the span wise component was binormal to the wire. The fluc
tuating voltage signal from the anemometer bridge output was 
fed into a single channel spectrum analyzer, model Genrad 
2512A, to determine the oscillogram as well as the frequency 
spectrum of the signal. 

Transition was determined through monitoring of the fluc
tuating voltage that was applied to the hot wire in the constant 
temperature mode of operation. For fluctuation intensity of 
upto 25 percent, the voltage fluctuations were proportional to 
the velocity fluctuations within 10 percent error limit (Hinze, 
1975). However, a strict proportionality was not needed in this 
study since the qualitative nature of PSD (power spectral den
sity) of the voltage fluctuations was all that was used to de
marcate transition. The PSD was also used to determine the 
major frequencies, if any, present in the flow. 

The local mean wall shear stress was measured with a sub
layer-fence-type shear probe (Hanratty and Campbell, 1983) 
mounted at a fixed location on the bottom wall. All of the 
cylinders were mounted on a movable rail to allow the meas
urement of the streamwise profile of the wall shear stress with 
a single fixed probe. At any relative position of the eddy pro
moters, there were a minimum of six cylinders upstream of 
the shear probe. The flow was found to become fully developed 
•after only three of four cylinders; this was in agreement with 
Sparrow and Tao (1983). From the measured profile of wall 
shear stress, the spatially averaged value of the mean wall shear 
stress (jw,av)

 w a s calculated. 
For each different flow setting for different geometric con

figurations, the Reynolds number was calculated Re= VavH/ 
v. Besides Re, a Reynolds number based on "friction velocity" 
was also calculated; this number was defined as ReT 
= \lrVtttV/p H/2/v. This number is hereafter referred to as shear 
Reynolds number. 
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Fig. 3 Spectra of velocity fluctuations for 225C configuration 

3 Experimental Uncertainties 
An uncertainty analysis (Figliola and Beasley, 1991) indi

cated that the 95 percent confidence interval for Re was ±9 
percent of the mean; the same for Rer was found to be ±8 
percent. The spectral resolution in all PSD-graphs was either 
0.5 Hz or 1.0 Hz. The precision error in the calculation of the 
power spectral density caused the 95 percent confidence in
terval to be ±8.5 percent of the mean; the bias error in that 
calculation is estimated to be - 3.3 percent of the mean (Bendat 
and Piersol, 1986). 

4 Results and Discussion 
The unobstructed channel configuration was tested first. The 

friction factor was measured for different flow rates and there 
was a good agreement with the data available in the literature. 
The wall shear stress was then calculated from the experimen
tally observed fully developed pressure gradient. This calcu
lated shear stress was used to calibrate the shear probe. 

In our system, in the absence of any (intentionally induced) 
perturbations, as flow rate was gradually increased in the unob
structed channel, a critical Reynolds number of 2250 was ob
tained through the study of oscilloscope trace of anemometer 
voltage as well as through the study of PSD of ac-coupled 
signal from the anemometer bridge. As long as the flow re
mained laminar or turbulent, the qualitative nature of the 
spectra did not change. The PSD for the laminar case corre
sponded to the noise level in the measurement system, whereas 
for a turbulent flow, PSD had the broadband appearance 
characteristic of a continuous cascading of eddies in a turbulent 
flow (Bradshaw, 1971; Ahlers and Behringer, 1978). The os
cilloscope trace changed from a steady signal to a fluctuating 
signal at the transition. 

The critical Reynolds number was found to depend on dis
turbances created at the entry to the test section. The lowest 
observed value for the critical Reynolds number in an unob
structed channel was 1500 which agreed with previously re
ported results (Shah and Bhatti, 1987). When transition was 
approached from the turbulent side, the observed critical 
Reynolds number was found to be 1500, irrespective of the 
disturbances created at the entry to the test section. 

In the presence of eddy promoters, no hysteresis had been 
noticed: the critical Reynolds number was not found to depend 
on whether transition was approached from the laminar regime 
or from the turbulent regime. However, to be consistent with 
the procedure adopted for the unobstructed channel, here also, 
all the flow parameters at transition were obtained by decreas
ing the flow rate from a turbulent one. 

In the presence of the eddy promoters, oscillograms of the 
voltage (or velocity) fluctuations could not be used directly to 
separate the two flow regimes since for these cases even in the 
laminar regime one would observe fluctuations at multiple fre
quencies which correspond to TS wave frequency and/or pri
mary eddying frequency and higher harmonics. A qualitative 
study of PSD, however, indicated that the nature of the spec
trum changed significantly as the flow rate was reduced past 
the point of transition. Figure 3 shows spectra for two different 
flow rates in 225C configuration. The first of these two spectra 
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Fig. 4 Spectra of velocity fluctuations for 225C configuration 

corresponds to Re = 800. Although there is a peak in the spec
trum at the primary vortex shedding frequency, the spectrum 
has a broadband appearance, which indicates existence of en
ergy cascading characteristic of a turbulent flow. On the other 
hand, the second spectrum (Re = 325) contains few discrete 
peaks, corresponding to the primary vortex shedding frequency 
and its harmonics, indicative of a laminar flow. The spectra 
for several intermediate Reynolds numbers were also examined. 
According to those spectra (Fig. 4), the broadband appearance 
of the spectrum gradually disappeared and higher harmonics 
of the primary vortex shedding frequency gradually appeared 
as the flow rate was reduced past the Reynolds number range 
of 610-695. For this reason, transition in 225C configuration 
was said to occur over that range of settings. For all other 
configurations, ranges of Reynolds number over which tran
sition occurred were similarly obtained. 

Use of a range, rather than a single value, to demarcate 
transition is perhaps unconventional: nevertheless, as was al
ready commented by Bradshaw (1978), "it is not useful to 
agonize about the exact point at which the motion can properly 
be called 'turbulence'." 

A single value of the critical Reynolds number was also 
calculated by an independent second approach. In this ap
proach, the modified Reynolds number (Rer) was plotted as a 
function of Reynolds number (Re). Two best-fit curves of the 
form ReT = aRe* were drawn: one through the points that cor
respond to the laminar regime and the others that correspond 
to the turbulent regime. The point of intersection of those two 
curves gave the critical values for Reynolds number and mod
ified Reynolds number. The curves for the flow configuration 
425C is shown in Fig. 5. The figure also shows good agreement 
between experiment and numerical simulation for laminar 
flows. The numerical simulation was done using the spectral 
element code Nekton. The details about numerical simulation 
can be found in Karniadakis et al. (1988) and Kapat (1991). 

The relocation of the hot wire to different points in the flow 
relative to the cylinders did not produce any qualitatively dif
ferent PSD for the same flow rates and geometry: the conclu
sion about the critical range of Reynolds number was not found 
to depend on the hot wire location. 

The results from all the configurations tested is reported in 
Table 2. We find that the critical Reynolds number at the 
transition was reduced by more than a factor of three from 
1500 to 400, as we changed the geometry from the plain channel 
to the 435C configuration. On the other hand, the shear Reyn
olds number (ReT) remained almost invariant within the bounds 
of experimental accuracy. 

The primary role of the eddy promoters in the laminar regime 
(and also the only role if the promoters are of sufficiently small 
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Fig. 5 Calculation of critical Reynolds number for 425C configuration 

Table 2 Values of shear and classical Reynolds numbers at 
transition 

Geometry 
A. Plain Channel 
B. 825C 
C. 425C 
D. 225C 
E. 125C 
F. 835C 
G. 435C 

Re 
1465-1584 
880-988 
698-815 
610-695 
574-615 
560-668 
380-430 

Re7 

49-52 
49-53 
46-51 
47-51 
44-48 
43-49 
41-46 

cross-section or far apart) is to destabilize the flow by exciting 
the Tollmien-Schlichting (TS) waves (Karniadakis et al., 1988). 
This destabilization increases momentum transfer, with cor
responding increase in the value of wall shear stress. As the 
separation between the cylinders is decreased, or their diameter 
is increased, the cylinders cannot be viewed as mere pertur
bations to the mean flow: for those cases vorticity generation 
at the channel-walls next to the cylinders and on the cylinder 
surfaces becomes a significant fraction of the total vorticity 
generation in the system. For the cases of small separation 
and/or large diameter, one would expect a departure from the 
trend of the cases with large separation and small diameter, 
since ReT does not take into account the shear stress (and 
vorticity generation) at the cylinder surface. In accord with 
the above expectation, the values of ReT at transition, for the 
configurations 125C and 435C (with dense spacing and larger 
d, respectively), are somewhat lower than the other cases in 
the series. 

5 Conclusion 
In a number of transport enhancement schemes that use 

flow destabilization to augment transport, transition has been 
observed at a lower Reynolds number in the presence of flow 
destabilizing elements. The phenomenon of the "early" tran
sition has neither been systematically investigated, nor has 
there been any suggestion why it occurs. The present work is 
the first systematic effort to study this phenomenon of "early" 
transition. 

Experiments were carried out in a rectangular channel con
taining periodically placed cylindrical eddy promoters. Ex
perimental results confirmed the earlier observation: the 
presence of the eddy promoters induces transition at a much 
lower Reynolds number values than in the unobstructed chan
nel. The critical Reynolds number decreases, by more than a 
factor of three, from 1500 for plain channel to about 400. For 
all the cases in our investigation, transition can be correlated 
with the following expression based on shear Reynolds number, 

ReT= / - ^ — = 44-51. 
" P 

(1) 
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Friction Factor for Flow in 
Rectangular Ducts With One Side 
Rib-Roughened 
Numerical simulations of incompressible turbulent flow through rectangular ducts 
with one side rib-roughened were performed to determine pressure drop. The 
"PHOENICS" software package was used for the computations, which required 
provision of a wall function for transverse rib-roughened surfaces. The present study 
was conducted in the range of 105<Reynolds number<107, 0.01<rib height to 
hydraulic diameter ratio•< 0.04, 10 <pitch to rib height ratio < 40. Using the nu
merical results, friction factor charts for various aspect ratios were generated. The 
numerical results agreed well with experimental data that was obtained for 
10s <Reynolds number<2x 105. In addition, a scheme for predicting friction factor 
using existing correlations for smooth and rough walls was developed. 

Introduction 
Considerable research has been directed to the enhancement 

of heat transfer in heat exchangers through the use of artifi
cially roughened surfaces. However, there is the concomitant 
increase in pressure drop which can result in an unacceptable 
increase in required pumping power. Thus the engineer requires 
friction factor data for candidate enhanced surfaces. 

Our primary concern is the design of active cooling system 
for hypersonic aircraft (NASP). Hypersonic aircraft surfaces 
are exposed to severe heat fluxes due to aerodynamic heating 
and fuel combustion. Active cooling is a promising candidate 
for this purpose, where cryogenic hydrogen fuel is circulated 
through a cooling panel underneath the aircraft skin to keep 
temperatures under the material limit. It may be beneficial to 
selectively insert wall roughness only in areas exposed to in
tensive heat flux to minimize pressure drop. The present work 
is concerned with a single duct as shown in Fig. 1, where 
transverse ribs are inserted on the heated side only. The duct 
size can be specified by width W and height H and the rough
ness element can be described by rib height hr and spacing p. 

The governing conservation equations were numerically 
solved to obtain friction data using the software package 
PHOENICS (Parabolic Hyperbolic Or Elliptic Numerical In
tegration Code Series) developed by CHAM (Concentration 
Heat And Momentum) Ltd., London, England. This package 
uses the finite volume method described in Patankar (1980). 
The key assumptions involved in the present work are: 

1. The flow is parabolic in downstream direction—axial 
diffusion is negligible. 

2. The rib width is small relative to the rib spacing and its 
effect is negligible. 

ADIABATIC 
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LINE OF 
SYMMETRY 

COOLANT 

Fig. 1 Geometry of a single duct of a cooling panel with one side rib-
roughened 

3. The k-e turbulence model is adequate. 
4. The effect of wall roughness can be adequately accounted 

for by using an appropriate empirical wall function. 
In addition to the numerical study, experimental measure

ments were made for a limited Reynolds number range, in 
order to validate the numerical method. 

Governing Equations 
The governing equations for steady state turbulent flow 

through the rectangular duct shown in Fig. 2 with axial dif
fusion, body force and bulk viscosity effects neglected are (all 
variables are time-averaged quantities): 

Mass: 

dvx dvv dvz „ 
dx dy az 

(1) 
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Fig. 2 Computation domain and coordinate system for rectangular duct 

x-momentum: 

d(v2) , d(vyvx) , d(vzvx) 

dx dy 

y-momentum: 

dz 

d(vxVy) +d(Vy) +d(vzvx) 

dx dy dz 

^-momentum: 

d(vxvz) d(vyvz) +d(v2
z) 

dx dy dz 

d 

'dx 

d 

dy 

d 

'dx 

d 

dy 

d 

dx 

d 

dy 

. dvx 
( W + ^ ) ^ -

dvx 

xdVy 

U + A O ^ 

dy 

dp 

"~ dx 

dp 

"dy 

dP 

dz 

(2) 

(3) 

(4) 

where subscripts £ and t denote laminar and turbulent respec
tively. 

An appropriate turbulence model is required to specify the 
turbulent viscosity jt,. The k-e model was chosen for the present 
work, and the basis of this model is the solution of the transport 
equations for the turbulence kinetic energy k (=vx

2 

+ Vy2 + vz
2/2) and its dissipation rate e, which are coupled to 

the governing equations via the relation 

M/ = pC/J — (5) 

Among the various k-a model equations, the following form 
is recommended by a number of workers, e.g., Jones and 
Launder (1972), and Launder and Spalding (1974): 

Turbulence kinetic energy: 

d(vjc) d(Vyk) B(vjc) 

dx dy dz 

d 

dy 

d 

dx x° %> 
' ( ^\dk 

dk 

dx 

= /" /*,* - pe (6) 

Dissipation rate: 

d(vxe) d(Vye) , d(vze) 

dx dy - + - dz 
d_ 

dx 
Ht + 

Hi de 
aj dx 

d_ 

'dy 
Hi aj dy 

•C^-i-pC^ (7) 

where the viscous dissipation function $ is defined by 

<t> = 2 

fdVy dv dvz dv 
dx ' dy I \dy dz J \dz dx 

dvx dv, 
(8) 

The most widely accepted values for the empirical constants 
are 

o>=1.0, ffe=1.3, d = 1.44, C2=1.92, C„ = 0.09 

Boundary Conditions 
At the inlet, uniform profiles for all the dependent variables 

are employed for simplicity: 

N o m e n c l a t u r e 

D 

a = distance from rough 
wall to the zero shear 
plane 

b = distance from smooth 
wall to the zero shear 
plane 
k-e model constants 
diameter of circular 
tube 

Dh = hydraulic diameter 
of rectangular duct 
(= 2WH/(W+H)) 

E = constant in logarithmic 
velocity profile 

/ = friction factor 
(= 8TW/(PUI)) 

hr = rib height 
h+, - dimensionless hr 

( = u*hr/v) 
k = turbulence kinetic 

energy_ 

( = ' 
ks = equivalent sand grain 

roughness 
p = rib pitch 
P = pressure 

vx
z+v;2+vi2/2) 

R„ = 

Re = 

u = 

u+ = 

ut = 

W = 

x,y,z = 
y = 

y+ = 

s = 

vx, v, 

hydraulic radius of 
rectangular duct 
(= WH/(W+H)) 
Reynolds number 
(= UbD/v or utflh/v) 
velocity component in 
flow direction (= vz) 
friction velocity 
(= yjrw/p) 
dimensionless velocity 
(= u/u*) 
roughness function 
time-averaged velocity 
component in x, y, z 
direction 
width of rectangular 
duct ' 
rectangular coordinates 
distance from the wall 
dimensionless y 
( = u*y/v) 
distance from wall to 
near-wall grid point 
dissipation rate of tur
bulence energy 
von Karman constant 

fX( = 

Ht = 

vt = 

V, = 

p = 
Ok = 

Oe = 

Tw = 

* = 

Subscripts 

b = 
h = 

in = 

e = 
t = 

w = 

Superscripts 
+ = 

laminar viscosity 
turbulent viscosity 
laminar kinematic vis
cosity 
turbulent kinematic vis
cosity 
density 
diffusion Prandtl num
ber for k 
diffusion Prandtl num
ber for e 
wall shear stress 
viscous dissipation func 
tion 

bulk 
hydraulic 
inlet 
laminar 
turbulent 
wall 

inner variable 
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vx(z = 0) = 0 

Vy(z = 0) = 0 

vAz = 0) = vin 

k(z = 0) = kin 

e(z = 0) = e;„ 

(9) 

(10) 

(11) 

(12) 

(13) 

vin is an input parameter to be specified, and it is generally 
reported that the choice of kin and ein makes little influence 
on the results. For the present work, the following inlet con
ditions for k and e have been used: 

,,2 = 0.0025u,> 

\M, 1.5 

(14) 

(15) 

(16) 

where Rh denotes the hydraulic radius of duct. 
No-slip and impermeable wall conditions are imposed: 

vx=vy=vz = 0 for x=0, y = 0, y = H 

Obviously the turbulence kinetic energy is zero at the wall: 

k(x = 0,y = 0,y = H)=0 (17) 

Among the several options for wall boundary condition for e 
the one derived by Patel et al. (1985) has been chosen because 
of its simplicity: 

de 

dx 
Hi 

~~dy 
= 0 (18) 

y = 0,y = H 

At the line of symmetry the following conditions are implied: 

vx(x=W/2) = 0 (19) 

dvI_dvz dk de 

dx dx dx dx 
= 0 for x=W/2 (20) 

Wall Function 

When numerical methods are used to analyze turbulent flow, 
it is convenient to adopt wall functions to bridge the buffer 
region and the viscous sublayer with a single computation cell. 
In this way a considerable amount of CPU time and computer 
memory can be saved. In addition, the wall function approach 
allows the rough wall flow to be solved as a parabolic problem 
by using empirical wall functions. 

The wall function concept is based on the logarithmic ve
locity profile: 

u+=-\n(Ey+) 
K 

(21) 

where u and y denote velocity components in flow direction 
and normal distance from the wall respectively. K = 0 . 4 1 and 
E= 10.0 where used in the present work. Applying the loga
rithmic velocity profile, Eq. (21), for y = 5 gives the following 
implicit equation for T„: 

-li-H^ (22) 

Experimental data from the pioneering work by Nikuradse 
(1950) show that the effects of wall roughness are confined to 
the inner region only, changing the intercept of the logarithmic 
velocity profile such that 

1 y 
» + = 7 l n —+ Mft

+ (23) 

where hr is roughness height and u^ is called the "roughness 
function." Also it has been found that, when the roughness 
element protrudes into the turbulent core (the "fully rough") 
regime, y+ > 60), the friction factor is a function of geometric 

parameters of the roughness element only, that is to say, u£ 
is a function of geometric parameters only. 

Assuming that the logarithmic velocity profile, Eq. (23) is 
valid approximately over the entire crosssection of a circular 
tube and using the definition of bulk velocity, we obtain the 
following expressions for Uy, and / , 

u,t 
8 1 , R ,nc 
- — l n - + 3.75 

/ / « K 

/ = 8 u l n f + M " + ~ 3 , 7 5 

(24) 

(25) 

Webb et al. (1971) performed experiments for flow in round 
tubes having a repeated-rib roughness in the range of 0.01 < hr/ 
ZK0.04 and 10 </?//!,.< 40, and developed the following cor
relation of the roughness function for the fully rough regime 
(/*r

+>35): 

( \ 0.53 

h) ( 2 6 ) 

However, the above correlation is derived from Eq. (24), which 
is based on several assumptions, and thus will not recover the 
original values for / when employed in a numerical solution 
procedure. Wassel and Mills (1979) empirically adjusted the 
above correlation to secure a better agreement between nu
merical results and experimental data to obtain 

Figures 3(a) and (b) show the comparison of experimental 
data and computed results using Eq. (26) and Eq. (27), re
spectively, which demonstrates a considerable improvement by 
employing the modified correlation. We will assume that wall 
functions based on experimental data for round tubes are also 
valid for square ducts provided that the roughness height is 
small compared to the hydraulic radius. 

Numerical Method 
As mentioned earlier, the PHOENICS code (version 1.4) 

was used to solve the governing equations. The PHOENICS 
code can solve any partial differential equation that can be 
expressed in the form 

dt 
(p4>)+ div(pv0 - T0 grad (f>) = S0 (28) 

where 

t: time 
v: velocity vector 
<j>: general dependent variable, e.g., velocity component, 

k or e 
T ,̂: exchange coefficient for <f>, e.g., viscosity 
S^: source term, e.g., pressure gradient 

It can be easily seen that the governing equations discussed in 
the previous section are in the form of Eq. (28). 

The PHOENICS code uses the finite volume method de
scribed in Patankar (1980). Integrating Eq. (28) over a control 
volume of finite size (finite volume cell) gives a discretized 
finite-volume equation. It uses the SIMPLE (Semi-Implicit 
Method for Pressure-Linked Equations) scheme developed by 
Patankar and Spalding (1972) to solve for pressure. This method 
combines the continuity equation with the momentum equation 
and derives an equation for a pressure correction P' to be 
added to the current iteration value of pressure in the same 
form as for the other dependent variables. 

The solution scheme for solving parabolic flows is as follows: 

1. Guess the values for each dependent variable (e.g., pres
sure, velocity component, k, e) at the first z-slab. 
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Fig. 3 Comparison of /with experimental data for rough circular pipe 

1E406 

Re 
(c) WW = 2.0 

Fig. 4 Friction factor charts for various aspect ratios 

2. Solve the discretized linear simultaneous equations for 
each dependent variable using an iterative method similar 
to Stone's SIP (Strongly Implicit Procedure). 

3. Repeat Step 2 using new values until convergence is at
tained. Iteration is essential since the discretized equa
tions are generally nonlinear. 

4. Repeat Steps 2-3 for each z-slab. 
PHOENICS provides the k-e turbulence model as a built-

in option, however, no wall function for rough surfaces is 
given. Thus the rough wall function using Eq. (27) was im
plemented in the user-section called 'GROUND.' The numer
ical scheme used in PHOENICS is lst-order accurate as a 
whole. All the convergence criteria are chosen to be sufficiently 
smaller than the truncation error, and numerical errors in the 
friction factors are estimated to be no greater than 5 percent. 

Numerical Results 
It is known that the friction factor for a developed flow 

inside a fully rough duct is a function of roughness parameters 
only, and charts or formulas for this type of flow are well 
established. However, for the present problem/also depends 
on Reynolds number and aspect ratio H/W since only one side 
is roughened, that is, 

/= / (Re , H/W, hr/Dh, p/hr) (29) 

Here two parameters are required for specifying roughness 
size, hr and p, however, these can be reduced to a single pa
rameter by introducing equivalent sand grain roughness ks. 
Examination of Nikuradse's (1950) experimental data shows 
Uh = 8.5 for sand grain roughness for the fully rough regime. 
Thus, for sand grain roughness, Eq. (25) becomes 

/= 8 R n f + 4.15 J (30) 

and the equivalent sand grain roughness is obtained by com
paring Eqs. (25) and (30): 

ks = hrexp[K(8.5-ut)] (31) 

Now / i s a function of Re, H/W and ks/Dh: 
/= / (Re , H/W, ks/Dh) (32) 

Friction factor charts (numerical data) for fully developed 
flow in rectangular duct with one side rib-roughened are pre
sented in Fig. 4. There exists no previous work for this par
ticular geometry and thus no comparison with other data can 
be made. 

Experimental Validation 
Three square ducts were constructed, one smooth and two 

rib-roughened on one side. The smooth duct was used to check 
the experimental technique. The two rib-roughened ducts, one 
with ks/D,, = 0.21 and the other with ks/Dh = 0A7 were tested 
to validate the numerical results. An existing water loop was 
used, which limited the maximum attainable Reynolds number 
to 2xl05 . The pressure drop was measured using a Micro 
Switch 16 PC pressure transducer connected to an ACRO data 

' acquisition system, and the flow rate was measured using an 
ITT Barton Model No. 7286 turbine flow meter. After con
firming the experimental technique using the smooth duct (by 
comparing measured friction factors at Reynolds numbers 
based on hydraulic diameter with Nikuradse's results for a 
round tube), the rib-roughened ducts were tested. Table 1 
compares the experimentally obtained friction factors with the 
numerical predictions. The maximum deviation is 7.9 percent 
with significantly lower deviations for the larger rib height. 

The uncertainties associated with the various instrumenta-
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Table 1 Comparison of experimental results with numerical 
predictions 

line of symm. 

ks/D„ Re Jcx Jni % error 

0.27 
0.27 
0.27 
0.27 
0.27 
0.27 

0.17 
0.17 
0.17 
0.17 
0.17 
0.17 

1.95 X105 

1.75 X105 

1.51 X 105 

1.25 x10 s 

1.13X105 

1.01 xlO5 

2.08 x10 s 

1.82 x10 s 

1.57 x10 s 

1.30 x10 s 

1.21x10s 

1.06 x10 s 

0.0374 
0.0376 
0.0380 
0.0384 
0.0385 
0.0383 

0.0307 
0.0310 
0.0312 
0.0308 
0.0320 
0.0310 

0.0368 
0.0372 
0.0377 
0.0381 
0.0384 
0.0389 

0.0317 
0.0321 
0.0325 
0.0330 
0.0333 
0.0335 

-1 .62 
-0 .98 
-0 .69 
-0 .75 
-0 .29 

1.54 

3.18 
3.68 
4.15 
7.06 
4.03 
7.94 

tion and equipment used are listed below according to the 
manufacturer's specifications. 

Pressure Transducer: 
ACRO Data Acquisition System: 
Turbine Flow Meter: 
Duct Hydraulic Diameter: 

±1.25 percent 
±0.1 percent 
±0.25 percent linearity 
±0.03 mm 

An error propagation analysis yielded an expected uncertainty 
of 1.47 percent while the precision from the measured data 
was 1.65 percent. Thus one can conclude that there is little 
bias in any of the instrumentation utilized and the precision 
of the experimentally measured data is acceptable. Special care 
was taken to ensure that the pressure drop measurement was 
not falsified by changes in dynamic head. The pressure taps 
were located in machined end pieces with a tolerance of 0.03 
mm on the duct width to give a maximum error of ± 1 percent 
in the pressure drop. It was not possible to impose such a tight 
tolerance on the welded test sections. Note also that it is not 
practical to measure pressures along the test section for the 
same reason, and also because it would be necessary to locate 
the pressure taps very precisely relative to rib locations. 

Proposed Correlation 

To correlate the data we will decompose the rectangular duct 
under the consideration into two pairs of parallel plates (ver
tical and horizontal channels) of infinite width as shown in 
Fig. 5. It is straightforward to calculate friction factor/i for 
the vertical channel using existing correlations since both plates 
are smooth. The most widely recommended correlation for 
friction factor of turbulent flow in smooth duct is Petukhov's 
(1970) correlation, 

/= (0 .791nRe-1 .64) - 2 (33) 

Then the friction factor for the vertical channel becomes 

ft = (0.79 In Re2W- 1.64)" (34) 

For the horizontal channel, we postulate that the T = 0 plane 
divides the flow into two regions, and that they do not influence 
each other. Also the bulk velocity ub can be assumed to be 
identical for both regions since the velocity profile for turbulent 
flow is almost flat. Then the friction factors f2 and / 3 can be 
calculated such that 

/ 2 =f0 .861n j^+1 .68J (35) 

/ 3 = (0.791nRe46-1.64)-2 (36) 

using Eqs. (30) and (33), respectively. By considering a mo
mentum balance we obtain the following relation: 

b = l^ljl ( 3 7 ) 

a rw2 fi 
since the pressure is constant over the entire crossection in the 
fully developed state. By iteratively solving Eqs. (35)-(37) we 
can obtain f2 and/ 3 . 

rough wall 

Vertical channel Horizontal channel 

Fig. 5 Decomposition of rectangular duct into vertical and horizontal 
channels 

Symbols: Numerical results Lines: Eq. (38) 
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Re 

Fig. 6 Comparison of computed /and prediction by Eq. (38) 

Then, assuming that the total shear force for the rectangular 
duct can be approximated by the sum of the shear forces for 
the vertical and horizontal channels, the overall friction factor 
is calculated such that 

/ = 2Hfx+W(f2+f,) 
(38) 

2{W+H) 

The last assumption is reasonable since the velocity profile for 
turbulent flow is almost flat except the very near-wall region 
where the molecular viscosity effect is dominant. Velocity pro
files for the near-wall region are considered to be almost in
dependent of duct shape. This approximation is not valid for 
the corner regions, however, these regions are too small to 
influence the overall flow characteristics. The agreement be
tween the numerical results and predictions by Eq. (38) is 
generally good as shown in Fig. 6. The discrepancy is relatively 
larger for lower Reynolds number, which is natural since the 
corner effects become more dominant for lower Reynolds num
ber. 

To get a better agreement with the computed data, a/H was 
calculated from the computed friction factor using Eqs. (33)-
(38) and curve-fitted as a function of Re2H and ks/H such that 

f- = 0.536 + 4 .48xl0- 5 logRe 2 / / H 

+ 0.326 l o g ^ - 0 . 0 7 9 log Re 2 / / l og^ 
H2 H 

+ 6.38xl0"3(logRe2 / /)
2-0.254 Ui H 

(39) 
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Symbols: Numerical results Lines: Correlation using Eq. (39) 
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Fig. 7 Comparison of computed /and correlation using Eq. (39) 

which is valid for 105 < Re < 107 and 0.5 < H/ W^ 2.0. The fric-
tion factors calculated using the above correlation for a/H are 
compared with the numerical results in Fig. 7. 

Summary 
Incompressible flow through rectangular ducts with one side 

rib-roughened was numerically solved to obtain friction factor 
data. Flow through a circular tube was also solved to verify 
the computer code and rough wall function since no previous 
work on the rectangular duct is available. About 10 minutes 
CPU time on an IBM 3090 computer was required for the 
rectangular duct. 

Friction factor charts were generated for various aspect ra
tios based on the numerical results. A superposition method 
for predicting friction factor for channel flow with smooth 

and rough walls mixed was introduced and was demonstrated 
to agree with the numerical results well except for the case of 
low Reynolds number. A correlation based on the numerical 
results was suggested for predicting friction factor using the 
above superposition method. The superposition and correla
tion methods presented in this study can be extended to any 
geometry where smooth and rough walls are mixed or various 
roughness sizes are present. 
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Quantitative Visualization of 
Surface Flows on Rotating Disks 
A novel scheme for the visualization of surface flows is developed. It utilizes the 
strong adhesion forces between micrometer-sized particles and solid surfaces to 
register the surface streaklines, or equivalently, streamlines for steady flows. Flu
orescent particles are used to allow the spectral separation of particle fluorescence 
emission from morphology-related elastic light scattering from the surface. This 
scheme was employed to investigate the surface flow on rotating disks in a disk-
drive-like environment. Trajectories of the streaklines were digitized and quanti
tatively analyzed using image processing for orientation and spatial distribution. 
The surface streaklines provide information about the boundary layers on the disk 
while the spreading angle of the jets in the self-pumped through-flow reveal details 
about the bulk flow outside the boundary layer. The spiral angle of the streaklines 
over a major portion of the disk surface was found to be in good agreement with 
the theory for laminar Ekman boundary layers. The spreading of the streaklines, 
reflecting the width of the self-pumped jets emanating from holes in the hub, was 
found to increase linearly with radius. 

Introduction 
In many practical situations, one is concerned with the flow 

in the vicinity of solid boundaries, e.g., the deposition of 
particles on turbine blades which can lead to deteriorated per
formance. In hard disk drives, maintaining ultra-thin (< 5 nm) 
layers of lubricant on disk surfaces is vital to reliable disk-
drive operation. For such thin lubrication films, the major 
force affecting lubricant migration is the air shearing stress 
near the disk surface. It is therefore of great interest to un
derstand the characteristics and to estimate key attributes of 
the flow near the disks. We are motivated to identify a suitable 
approach for investigating the surface flow on disks in a disk-
drive environment. 

A common technique for visualizing the surface flow is the 
oil-film technique (see, for example, Merzkirch, 1987, and 
references therein). Independent of flow conditions, the tra
jectory of an 100-/xm diameter silicon-oil droplet is always a 
straight radial line at a speed of 3600 revolutions per minute 
(rpm), which is typical of current hard disk drives. Therefore, 
the centrifugal effect in rotating flows excludes the oil-film 
visualization technique as a viable approach to study the sur
face flow on disks. A variation to the oil-film technique is a 
fluorescence scheme which was employed by Gessner and Chan 
(1983) who sprayed paint of an oil mixture containing fluo
rescence pigments on test surfaces. After exposure to the flow, 
the oil-film coated surface was illuminated by an ultraviolet 
source to reveal the surface flow pattern. One of the advantages 
exhibited by the fluorescence scheme is its tolerance to surface 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 26, 1993; revised manuscript received October 27, 1993. Associate 
Technical Editor: M. Gharib. 

roughness because the elastic surface scattering can be sepa
rated in wavelength from the fluorescence signal. 

Abrahamson et al. (1991) studied an externally-pumped 
through-flow in a water-tank model of disk drives. At 
Re = 5.6xl05, they observed that the through-flow affected 
the inner region of the disk space by forming discrete jets 
which emanated from holes drilled in spacer rings. At the 
entrance region to the disk space, a cross-flow instability was 
observed. The water-tank-based technique provided a conven
ient means to envision the global flow structure between disks. 
However, boundary layers on the disks were not observed. 

We have developed a new scheme to investigate surface flow 
that circumvents the problem arising from centrifugal forces 
acting on the oil film. The scheme is based on measurements 
of streakline trajectory due to deposition of airborne, flu
orescent particles on surfaces. In this paper, we demonstrate 
this scheme for the visualization of Ekman boundary layers 
on rotating surfaces with self-pumped through-flows. First the 
operating principle will be described along with the experi
mental apparatus used to perform the measurements. The re
sults for one particular disk-drive-like flow will be given and 
discussed in detail. A simple analysis for the Ekman boundary 
layers in this type of flow allows for several physical insights 
to be drawn from the measurements. 

Visualization Principle 
The underlying principle of this scheme is that a record of 

streaklines on a surface in a steady flow is the same as the 
streamlines on the surface (Batchelor, 1967), i.e., 

ds _dn 
Vs V„ ' 

(1) 
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Hub 

I:-^=Disks 

Fig. 1 Schematic of the test apparatus 

Therefore, a measurement of the streakline trajectories allows 
the determination of ratio between velocity components. 

As pointed out in the preceding section, the oil-film tech
nique is not suitable for rotating flows due to the excess cen-
trifuging force on the film. However, the strong adhesion force 
between micrometer-sized particles and surfaces lends itself as 
an ideal method for investigating surface flows. For example, 
a 2-/im polystyrene latex (PSL) sphere (density of 1.05 g/cm3) 
is held onto a silicon substrate by a van der Waals force of 
approximately 0.5 dyne; while the centrifugal force is about 
4x 10"6 dyne at a rotation rate of 3600 rpm (Bowling, 1988). 
Once a particle is deposited on the disk surface, it becomes 
firmly attached. The use of micrometer-sized PSL particles 
also ensures that fluctuations in the flow will be followed (Durst 
et al., 1981). Furthermore, the smallness of these particles 
introduces minimal perturbation to the flow. 

A collection of these particle depositions serves as a 'per
manent' record revealing the surface streaklines. Since the flow 
is in steady motion, these streaklines are the same as the stream
lines. Consequently, a measurement of the slope of the tra
jectory enables the deduction of the ratio of the two orthogonal 
velocity components on the surface. 

Experimental Apparatus 
The fluorescence-imaging scheme was applied to a through-

flow generated by a test apparatus that was modelled after the 
hard disk drive (Fig. 1). Through-flows were induced by the 
rotation of a set of four industry-standard 3.5 in. (R2 = 41.5 
mm) disks that were mounted, at equal axial distances 
(h = 0.084), on a hub. The disks were rotated at a uniform 
speed of 3600 rpm (fi = 377 rad/s). 

Shroud ^ 

Disk 

E S H 

.Clamp 

Hub 

Fig. 2 Flow path of the through-flow system, (a) Exploded view of the 
key components, (b) Schematic of the path of through-flow. 

To generate a self-pumped through-flow, the hub was pro
vided with rectangular grooves to pass the flow as indicated 
in Fig. 2(a). The through-flow geometry consisted of nine hub 
grooves (rectangular cross-section of 2 mm x 2 mm), three disk 
clamp openings (diameter of 2.5 mm), and three spacer rings 
each having nine circular apertures (diameter </>„ = 2.36 mm) 
to pass the flow. In operation, the pressure differential between 
the inner and outer radii drove the flow through holes in the 
top clamp, down the grooves on the hub, and out the holes 
in the spacer rings into the space between the disks. Upon 
entering the disk space, the through-flow, in the form of dis
crete, circular jets, is entrained into the boundary layer on the 
disk by Coriolis forces arising from a tangential velocity deficit. 
The flow is transported radially outward in the disk boundary 
layers to return along the shroud and top cover into the top 
clamp again. 

The opening area of the spacer ring apertures was 9.1 percent 
of the surface area. There was an annular gap (0.76 mm high 

Nomenclature 

H = disk-to-disk spacing 
I{R) = fluorescence intensity 

/, = total fluorescence inten
sity on the disk 

/ = normalized fluorescence 
intensity, I(R)/I, 

R = radius 
r = normalized radius, R/R2 

Re = disk Reynolds number, 
m\/v 

R2 = disk outer radius, 47.5 
mm 

AR = a small radial distance 
(R, d, z) = polar coordinate with 

origin at disk center 

(r,s) = 

(U, V) = 

(w, v) = 

vs, v. 

Win = 

local orthogonal coor
dinate 
radial and circumferential 
velocity relative to a lab
oratory observer 
radial and circumferential 
velocity relative to the 
disk 
time-averaged circumfer
ential velocity relative to 
the disk 
local velocity components 
in r and s directions 
spiral width at half of 
local maximum 

Wl/2 
a 

ao 

Ad 
5 

e 

/* 
V 

P 
4>a 

a 

= »W*. 
= spiral angle 
= spiral angle in the inner 

to intermediate radii 
= a small change in 6 
= thickness of boundary on 

disk 
= Rossby number, 

(UR-V)/UR 
= dynamic viscosity 
= kinetic viscosity, v = /x/p 
= fluid density 
= diameter of apertures on 

spacer rings, 2.36 mm 
= disk rotational rate 

(rad/s) 
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by 7 mm wide) between the clamp and hub to distribute the 
flow to individual grooves. Each of the nine apertures on the 
spacer rings was aligned with the grooves on the hub. Three 
of the nine grooves were connected directly to the three open
ings on the disk clamp. In order to enter the remaining six 
grooves, the flow had to negotiate through the annular gap 
on the disk clamp. Because of the disparity of flow impedances 
among these grooves, a nonuniformity in the distribution of 
particle concentration among grooves was anticipated. 

The disks employed were of the thin-film, magnetic type. 
To reduce the stiction between magnetic sensors and disks 
during spin-up, disks are often textured (i.e., roughened) to a 
root-mean-square roughness of =50 nm, which will have a 
negligible effect on the boundary layer that has a thickness of 
about 200 /im at Re = 5.7x 104. The textured disk surfaces, 
like other rough surfaces, enhance elastic light scattering (Beck-
mann and Spizzichino, 1987). To obtain satisfactory surface 
streakline images, this elastic scattering had to be suppressed 
by spectral filtering as described below. 

Aerosol particles were produced by drying atomized water 
droplets containing PSL spheres. Fluorescent PSL spheres of 
1.85 fim diameter (Duke Scientific Inc., catalog No. R185) 
were first mixed in filtered (by PALL Filters, 99.8 percent 
efficiency at 0.2 /xm), deionized water at a concentration of 
107/cm3. At this concentration level, it was found that more 
than 80 percent of the final aerosol particles were at the same 
size as the primary PSL spheres. Aerosols of the water droplets 
pass through two diffusion dryers (TSI model 3062) connected 
in series, and then a charge neutralizer (TSI model 3012) to 
achieve a Boltzmann equilibrium distribution. The dried, 
charge-neutralized aerosols were introduced into the tester via 
an inlet (port A in Fig. 1). Excess flow in the tester was vented 
out through an exhaust (port B in Fig. 1) on the cover plate. 
The absolute pressure in the tester was monitored at location 
C during the course of the test to prevent infiltration of ambient 
particles and to avoid adverse perturbation to the interior flow. 
After exposure to aerosol injection for 48 hours, disks were 
removed from the tester for interrogation. 

The smallness of the micrometer-sized particles utilized to 
reveal the flow pattern required an intense light source with 
good beam stability and quality. Since the PSL spheres were 
impregnated with a Rhodamine dye which had an absorption 
band extending from ultraviolet to green in the visible spec
trum, an argon-ion laser, lasing at wavelengths of 488 and 
514.5 nm, was used as the light source. The laser employed in 
the investigation (Spectral-Physics model 171-17) was operated 
at roughly 1 Watt of power in the 514.5 nm line. The optical 
arrangement of the imaging system is displayed in Fig. 3. Two 
laser beams of equal-intensity were produced from the incom
ing laser beam. Each beam was expanded by a spherical lens 
(focal length of 3 cm) to fill the entire disk surface. Each beam 
was set at an angle of about 30 deg with respect to the disk 
surface normal. An overlap of these two beams improved the 
uniformity of laser illumination on the disk sample. 

Important to the success of the fluorescence-imaging scheme 
is the selection of appropriate color filters to block the elastic 
light scattering at the incident laser wavelengths. The peak of 
fluorescence emission from the Rhodamine dye molecules 
imbedded in the PSL spheres is shifted from the excitation 
laser wavelength by about 70 nm. With an excitation wave
length at 514.5 nm, the peak of the fluorescence emission is 
at 585 nm. One problem that was observed is that because of 
the finite sharpness of the filter cut-off and the relative strength 
of the elastic scattering signal, it was necessary to move the 
cut-off wavelength of the filter to a value longer than the center-
line of the fluorescent emission to get better separation between 
the excitation and emission wavelengths. Therefore, an orange 
color filter, such as the Schott OG610, which has a cut-off 
wavelength of 610 nm, served well to separate the bulk of the 
fluorescence emission from the elastic scattering. Since a single 

To Pt ' Laser 
Beam 

Fig. 3 Visualization setup 

color filter has an extinction ratio of 1:104, it was found that 
two filters, placed back-to-back in front of the collection lens, 
were needed to fully block the elastic scattering. 

Fluorescent images of the deposition patterns due to the 
fluorescent PSL spheres was recorded by a cooled, high-res
olution CCD (charge-coupled device) detector (Spectral Source, 
model HPC-1). Each image contained 1024 X 1024 pixels and 
covered the entire illuminated disk surface. The image was 
digitized with a 16-bit resolution. To fully utilize the dynamic 
range of the CCD camera system while remaining in the linear 
regime of the detector, the exposure time was set to 4 s, achiev
ing pixel values of about 2x 104, which corresponds to 14-15 
bits. 

Each pixel in the image was corrected for variations in re-
sponsivity in the detector array and dark field current due to 
thermal noises. The nonuniformity of the laser illumination 
was corrected by recording an image when the disk sample was 
replaced by a flat, white surface. Subsequent fluorescent im
ages were normalized by the field response to the white-target 
image. The corrected images were uploaded to a host main
frame computer to perform further image processing to extract 
the desired flow quantities. 

Image Analysis 
Once the images of the surface streaklines had been recorded, 

the orientation of the spiral streaklines was quantitatively de
termined as follows. Referring to Fig. 4, an angular profile of 
the fluorescence intensity at a fixed radius, OA ( = R), was 
extracted from the image. An adjacent profile, at radius OB 
(= R + AR), was also extracted and found to be displaced by 
a small angle, AOB ( = A0). Each profile is divided into 720 
bins for calculations. A cross-correlation between these two 
profiles is computed to determine its maximum. The angular 
shift at the maximum correlation is the angular displacement, 
A6, between the two profiles. The spiral angle of a streakline, 
a, can then be expressed as 

a = a t a n ( ^ ) ' (2) 

The rate of spread of the spiral trajectory is another piece 
of information that can be extracted from the image. A straight
forward approach is to measure the half-width of a trajectory, 
the width where the intensity is 50 percent that of the local 
peak intensity. In comparing the change in the half-width with 
radius, the underlying assumption is that the intensity profiles 
are similar. In the present study, it is found that the intensity 
profiles of the spiral trajectory in the outer-radii region deviate 
from those in the inner-radii region. As a result, the spread 
rate of the spiral trajectory exhibits peculiar behavior near the 
disk edge. To circumvent this difficulty, an alternate definition 
of the half-width was proposed. It is based on a determination 
of a width that encompasses 50 percent of the total fluorescence 
emission at a fixed radius. With this integral approach, the 
half-width of the trajectory is found to be less sensitive to the 
shape of the intensity profile. 
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Fig.4 Trajectory of the surface streaklines. The spiral angle at is defined
as the angle between the centerline of a trajectory and a tangent to an
arc concentric with the disk.

r
Fig. 6 The spiral angle (Curve a) and the half·width (Curve b) of spiral
trajectory on disk plotted as a function of radius. Uncertainties in the
measurements of spiral angle and half·width are indicated.

Fig. 5 A typical pattern of surface trajectory on a disk operated at
Re = 5.7)( 10 . The uncertainty in Re is 430 due primarily to the room
temperature variation (1 ·C).

Results and Discussion
Figure 5 displays a typical pattern of streaklines on a disk

exposed to the through-flow. One of the most prominent fea
tures in the picture is the nine spiral trajectories extending over
the entire disk surface. The bright portion of these spirals
begins at the outer radius of the spacer ring. These spirals are
in opposite rotation sense to the disk. The intensity from one
spiral to the next is not uniform, presumably due to the dis
parity in flow geometry among the different spacer ring holes.

Curve (a) in Fig. 6 displays the variation of spiral angle with
radius. In the inner to intermediate region (0.50<r<0.78), the
spiral angle is close to being constant at 48 deg. However, it
increases with radius in the outer-radii region r>O.78. The
measurement uncertainty in the spiral angle is 1.5 deg.

The through-flow spreads as it travels radially outward along
the disk surface. The averaged half-width of the bright spiral
trajectories is displayed by Curve (b) in Fig. 6. The half-width
increases linearly with radius for 0.5 <r< 0.78, while deviating
slightly from linear for r>0.78. It is worth noting that the
deviation from the linear increase occurs at approximately the
same radius that the spiral angle deviates from a constant value.
A linear regression of the half-width leads to the following
result:

(5)

(7)
- _ ,/6 . Zu= - ve • sm-o

and

with the correlation coefficient for the regression exceeding
0.99.

The flow enters the disk cavity in the form of discrete,
circular jets and is brought close to the boundary layer on the
disk by Coriolis forces arising from a velocity deficit (see Eq.
(4». The surface streaklines are essentially a projection of the
through-flow onto the disk surface. It is known that the width
of a laminar circular jet scales linearly with streamwise distance
(Schlichting, 1968). The data in Fig. 6 demonstrate that jets
in this rotating flow bear the same linear scaling relationship
to radius.

Analysis
As we are interested in the surface flow on the rotating disks,

it is more convenient to attach the reference coordinate to the
disk. In the inner- to mid-radii region of r:50.8 the velocity
difference between the bulk of the flow and the disk is less
than 10 percent. With a corresponding Rossby number € < 0.1,
it is a good approximation to neglect nonlinear inertia terms
from the equations of motion. It follows that the Coriolis and
viscous terms dominate and the following Ekman-layer equa
tions can be obtained (Ekman, 1905).

a2u
-2Q(v- v) ==t:~ (4)

p az
and

The boundary conditions are

u== v=O at z=O, and u=O, v=v as z-oo. (6)

When the flow is laminar, Eqs. (4)-(6) can be solved to yield

V=-v(l-e-Z/6cos~) (8)

where 0= (p/Q) 112. From Eqs. (7) and (8), it can be readily
shown that the ratio between these two velocity components
approaches unity for small z, I.e., a spiral angle of 45 deg at
the disk surface. For a fully developed turbulent boundary
layer the spiral angle can be shown to be 29 deg, if the 1/7
power-law profiles are used (see, for example, Owen, 1988).
The Reynolds number for the experimental data in Fig. 6 was(3)WII2 == -1.67 + 7.80 r
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Re = 5.7xl04, and therefore based on previous studies 
(Schlichting, 1968) one would anticipate that the boundary 
layers should be laminar up to about Re = 3x 105. The fact 
that spiral angles in this study are close to 45 deg over a large 
range of radii is in agreement with this prediction. The devia
tion in spiral angle at the larger radii from the laminar value 
is likely due to the fact that near the shroud the flow becomes 
highly three dimensional and the approximations of Eqs. (4)-
(6) no longer apply. 

A measurement of the spiral angles associated with the sur
face streaklines also allows us to gain insight about the thick
ness of the Ekman layer. Using an approach developed by 
Prandtl (1949), Schlichting (1968) showed that 

52oc/^jtana. (9) 

In the inner-radii region (0.5 <r<0.78) where the direction of 
the flow near the disk is independent of the radius, the thickness 
of the Ekman layer becomes independent of radius and 

In the outer-radii region, the thickness of the Ekman layer 
apparently grows with radius in proportion to (tan a)1/2. For 
example, the thickness, of the Ekman layer at r = 0.9 is 1.7 
times that in the inner-radii region. 

It is interesting to note that the spiral streaklines extend over 
the entire disk surface. In the radial region, where the spiral 
angle is close to a constant value, the centerlines of the spiral 
trajectories are logarithmic spirals which, in a polar coordinate 
system, can be described by 

R„ = exp(tan a0(d„ - 0O?„)) (11) 
where a subscript n denotes the n\h spiral. 

Conclusion 
A novel surface visualization scheme was developed based 

on the adhesion of micrometer-sized particles on solid surfaces. 
The adhesion of these fine particles gives rise to streaklines, 
which are equivalent to surface streamlines in steady flows. 
Since the surface streaklines are firmly held onto the dark 
surface, taking images of the surface streaklines is relatively 

easy. With the advance of cooled, high-resolution detectors, 
the exposure time can be extended for optimal image quality. 
Further, computer-aided image processing not only improves 
the image quality but also enables quantitative analyses of flow 
properties. 

This scheme proves useful to the understanding of a self-
pumped through-flow in a disk-drive-like environment. The 
characteristics of the surface flow on rotating disks, in the 
presence of superimposed through-flows, are revealed. Inter
estingly, information can be obtained about not only the 
boundary layer flow, but certain characteristics of the bulk 
flow. The results thus obtained complement not only previous 
qualitative visualizations but also quantitative velocity meas
urements of the bulk flow in similar test systems. 

Though demonstrated for a self-pumped through-flow in a 
disk-drive like environment, the scheme can be applied to other 
flows. A major advantage of this fluorescence-based imaging 
method over other schemes based on elastic scattering is that 
it is insensitive to surface roughness or the reflective properties 
of the test specimen. Thus it is particularly useful for inves
tigations on the deposition and corrosion of particles on turbine 
blades that occur in practical applications. 
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Time-Dependent Conjugate Heat 
Transfer Characteristics of Self-
Sustained Oscillatory Flows in a 
Grooved Channel 
Convective heat transport in a grooved channel is numerically investigated using a 
time-dependent formulation. Conjugate conduction/convection and uniform heat-
flux representations for the solid domain are considered. For the conjugate repre
sentation, the solid domain is composed of multiple materials and concentrated heat 
generation. The associated cooling flows include laminar and transitional regimes. 
Steady and time-dependent contours of the streamfunction and local skin-friction 
coefficients are presented. Additionally, local distributions of Nusselt number and 
surface temperature are displayed for both the conjugate and convection-only rep
resentations. These results are contrasted over the range of Reynolds numbers ex
plored to demonstrate the significance of including time-dependency and conjugation 
in the study of convective heat transport. Such considerations are found to be 
important in the design and analysis of heat exchanger configurations with spatially 
varying material composition and concentrated heat generation. 

Introduction 
Industrial applications of transport phenomena entail the 

achievement of performance objectives, as well as the satis
faction of limiting constraints. In many situations, size and 
acoustic output play crucial roles in the selection of a design. 
Therefore, an increasing amount of research has focused on 
the enhancement of transport rates without violating these 
constraints. One successful technique is the modification of 
the initially specified geometry. An objective of geometric var
iation is to increase the total area from which heat is removed, 
as exemplified by the addition of fins. Another objective is 
the reduction of thermal resistances through the thinning of 
the boundary layer, which may be achieved by surface seg
mentation. Surface segmentation causes a repetitive pattern of 
boundary layer initiation, growth, and separation resulting in 
a reduction of transport resistance normal to these surfaces. 
Segmented geometries such as communicating channels (Amon 
andMikic, 1991; Majumdar and Amon, 1992), furrowed chan
nel (Stephanoff et al., 1980), ribbed channel (Greiner et al., 
1990), and grooved channel (Lehmann and Wirtz, 1985; Nigen 
and Amon, 1991) have been demonstrated to reduce boundary 
layer thickness and are employed in both compact heat and 
mass transfer applications. 

The fluid flow in these segmented geometries can be par
titioned into two distinct regions: the bypass and the groove 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 23, 1993; revised manuscript received August 27, 1993. Associate Tech
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Fig. 1 Schematic of the package, overall geometry, and flow regions 

regions (Fig. 1). The bypass region (Moffat and Ortega, 1988) 
consists of the portion of the channel in which fluid flows 
from inlet to outlet, while the groove regions consist of the 
locations wherein fluid remains trapped between the bypass 
flow and the channel surfaces. The flow patterns exhibited in 
the bypass and groove regions differ greatly in that a mostly 
parallel flow structure is present in the bypass region, which 
is separated by a shear layer from recirculating zones within 
the groove regions. The shear layer partitioning the flow re
gions prohibits convective exchange of fluid. The combination 
of the above factors results in a disparity in convective per
formance between the different regions. 

Flows in these geometries have been found to undergo tran
sition from a steady, parallel flow structure in the bypass region 
to a time-dependent, nonparallel flow structure above a geo
metrically-dependent critical Reynolds number (Ghaddar et al., 
1986a; Amon and Patera, 1989; Pereira and Sousa, 1993). For 
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a range of Reynolds numbers, the resulting supercritical bypass 
flow structure is composed of two-dimensional, self-sustained 
oscillations, indicative of Tollmien-Schlichting waves that in
teract with the shear layer and recirculating zones within the 
groove regions. The associated time-dependent flow patterns 
yield convective exchange between the groove and bypass re
gions, resulting in significant transport augmentation (Ghad-
dar et al., 1986b; Nigen and Anion, 1991). However, this 
improvement in transport tends to be nonuniform over the 
exchanger surfaces. 

In applications where spatial variations of temperature are 
important because of operational and/or reliability consid
erations, neglecting nonuniform heat transfer may result in 
unacceptable performance. An additional source of temper
ature variations, other than that associated with convective 
phenomena, is caused by variations in material composition 
or concentrated heat generation. Electronic systems are ex
amples of such spatially nonhomogeneous and thermally sen
sitive systems. The analysis of electronic systems is further 
complicated by their multicomponent composition, which fre
quently includes power supplies, storage devices, printed circuit 
boards (PCBs), as well as other components. 

An approach to analyzing sub-components of electronic sys
tems is to numerically solve the heat equation within the solid 
domain (Hardisty and Abboud, 1987; Aghazadeh and Mallik, 
1990). Boundary conditions are then applied at the solid-fluid 
interface based upon empirically generated heat transfer coef
ficient correlations. These empirical correlations are frequently 
determined through the use of idealized boundary conditions, 
such as uniform heat flux or temperature. This approach has 
been used to evaluate the relative impact of varying the material 
composition or internal structure of a configuration upon its 
operating temperature. The accuracy of the temperature pre
dictions for the modeled domain is, therefore, highly de
pendent upon the appropriateness of the assumed boundary 
conditions, as des.cribed by Humphrey et al. (1993). Although 
these idealized boundary conditions effectively model some 
heat exchanger configurations, their adequacy would be ad
versely affected by the large degree of spatial variation and 
the concentration of heat generation in some configurations, 
such as electronic packages. More accurate spatially-varying 
heat transfer coefficients would enable a better assessment of 
heat-exchanger design modifications (Nigen and Amon, 1992). 
Furthermore, an asymmetrical distribution of convective per
formance along a surface may require an asymmetrical design 
to minimize thermal gradients and operating temperatures. 

Another approach is to conduct conjugate simulations of a 
region of the system. Researchers have utilized variations of 
the SIMPLE algorithm to simulate steady-state conjugate 
problems for configurations with either inflow/outflow or pe
riodic boundary conditions (Patankar et al., 1977; Davalath 
and Bayazitoglu, 1987; Zebib and Wo, 1989). The SIMPLE 
algorithm has also been employed in a study of a single-material 
iterated rib geometry (Yuan, 1992) yielding consistently lower 
Nusselt numbers for the conjugate simulations than the non-
conjugate counterpart, in the range of Reynolds numbers con
sidered. Some previous investigations accounted for material 
variation and concentration of heat generation within the mod
eled solid domain. However, all of these simulations lacked 

time dependency and the complex internal structure contained 
within most electronic systems. Furthermore, the effect of 
contact resistance, which can be significant, was neglected in 
the modeling of the solid domain. 

The present study involves both conjugate conduction/con
vection and convection-only simulations. A time-dependent 
formulation is implemented and a multimaterial, internal 
structure of an electronic component, is incorporated. The 
modeled component consists of five different materials, con
tact resistance, and concentrated heat generation. Convection-
only and conjugate conduction/convection simulations are 
carried out for both subcritical and supercritical Reynolds 
number flows. The resulting time-dependent flow patterns are 
analyzed and the associated local skin-friction coefficient dis
tributions are presented. Time-averaged and space-varying 
Nusselt numbers, surface temperatures, and heat fluxes are 
determined. The resulting distributions of surface temperatures 
and Nusselt numbers are contrasted, and the effect of Reynolds 
number is investigated. Furthermore, the conjugate results are 
compared with those of the convection-only simulations to 
evaluate the degree to which conjugation alters convective per
formance. Notice that direct comparisons are only appropriate 
with respect to the specific geometry considered for variations 
in the internal structure of the package, as well as in the geo
metric proportions of the groove, would cause differences in 
the quantitative results. However, this investigation allows for 
an assessment of the importance of including time dependency 
and spatial variations in the modeling of multimaterial heat 
exchangers with concentrated heat sources, such as those en
countered in electronics cooling. 

Problem Formulation 
The grooved-channel geometry is comprised of surface-

mounted electronic packages and a PCB. The internal structure 
of the chip carrier (Fig. 1) includes an encapsulant, case, ther
mal grease, chip, and solder with the corresponding material 
properties indicated in Table 1. Contact resistance is modeled 
by assigning an effective thermal conductivity (Table 1) such 
that the thermal resistance obtained is commensurate with 
empirical data from Yovanovich and Antonetti (1988). Nu
merical experiments have demonstrated that internal temper
ature distributions differ greatly if contact resistance is not 
accounted for in the modeling procedure. Additionally, the 
configuration is modeled as two-dimensional, thereby, con
verting the chip carriers into ribs. The densely packed PCBs 
found in most electronic systems exhibit more spatial variation 
in the stream wise direction than across the packages, which 
supports this assertion (Garimella and Eibeck, 1990,1991; Chyu 
et al., 1993). However, three-dimensional effects are still im
portant and their omission represents a deficiency of the cur
rent model. 

The thermo-fluid characteristics associated with the grooved 
channel are computed through direct numerical simulation of 
the time-dependent, t vo-dimensional, incompressible Navier-
Stokes and energy equations. Buoyancy effects are neglected 
because of the small pertinent spatial scale (2H) and low tem
perature differences, which are later verified by the simula-

Nomenclature 

H = 
k = 

Nu = 

Q = 

specific heat 
half-channel height 
thermal conductivity 
Nusselt number: (QH/ 
(k ( T'wall ~ Tbulk)) 

heat flux 

Re = Reynolds number: (3 VH)/(2v) 
T = temperature 

7waii = local-wall temperature 
Tbuik = bulk-mean temperature at the 

leading edge of the rib 
AT = difference between the local-

wall and bulk-mean tempera
tures 

V = channel-averaged velocity 

Greek Symbols 
v = kinematic viscosity 
p = density 
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Table 1 
Component 

Case 
Chip 

Encapsulate 
PCB 

Solder 
Thermal Grease 

Air 

ArCW/cnTC) 

2 .04x10" ' 
1.25xl0~2 

6.99X10"3 

7 .4x l0~ 3 

l .OxlO" 3 

9.614X10"3 

2.851 x l O - 4 

pcp(KJ/cm3°C) 

3.47 
1.74 
3.16 
2.27 
1.47. 
1.71 

1.534X10"4 

Fig. 2 Spectral element discretization of the computational domain. 
Darker lines indicate macro-element boundaries and lighter lines rep
resent internal node discretizations. 

tions. Likewise, viscous dissipation is neglected. It should be 
noted that the dimensions of the grooved channel and stream-
wise velocities considered in this study are representative of 
those encountered in electronics-cooling applications. 

The boundary conditions for the velocity are no-slip at the 
solid-fluid interfaces and periodicity at the inflow and outflow 
of the domain, which represent the periodically fully developed 
region of the grooved channel. Such regions have been ex
perimentally observed after the fourth or fifth rib (Lehmann 
and Wirtz, 1985). The imposed boundary conditions for the 
energy equation are adiabatic along the upper wall and either 
uniform flux for the convection-only simulations or continuity 
of both temperature and heat flux along the grooved wall for 
the conjugate simulations. Periodicity of temperature is im
posed at the inflow and outflow of the domain by subtracting 
the equivalent rise in bulk-mean temperature on a point-by-
point basis. 

Initial value solvers are utilized and the solutions are iterated 
in time until either a steady or time-periodic state is achieved. 
The spectral element technique is employed for the spatial 
domain and finite differences for the temporal domain (Patera, 
1984; Amon, 1993). The spectral element technique is a hybrid 
approach in which the physical domain is subdivided into a 
series of macro-elements, as in finite methodologies, upon 
which tensor products of high-order orthogonal expansions 
are projected at collocation points, as in spectral techniques. 
The macro-elements and internal nodes, comprising the dis
cretization of the grooved channel, are shown in Fig. 2. The 
nonuniform elemental discretization used in this investigation 
resulted from a mesh refinement study that indicated the ne
cessity of increased resolution at the corners to localize sin
gularities. The asymmetric elemental discretization is a 
consequence of the higher gradients associated with the con
traction of the flow at the upstream portion of the domain, 
relative to the expansion at the downstream portion. 

The nonlinear convective, viscous, and dynamic-pressure 
terms of the Navier-Stokes equations are solved separately in 
a semi-implicit, three-step temporal discretization. This results 
in solving a wave-like equation for the nonlinear convective 
terms and then elliptic Poisson and modified-Helmholtz equa
tions for the dynamic pressure and viscous terms, repectively. 
The convective step is formulated using a pseudo-spectral ap
proach, thus allowing for efficient treatment of the nonlinear 
terms. For the viscous and pressure steps of the Navier Stokes 

Journal of Fluids Engineering 

' ) 
[__ 

Fig. 3 Subcritical streamline pattern at Re = 261 

equations, as well as the decoupled energy equation, discrete 
equations are generated for each element by inserting the in-
terpolants and the transformed nodal collocation values into 
the variationally-formulated weak form of the corresponding 
equation. Then a Galerkin weighted-residual technique is ap
plied and the resulting equations are integrated, requiring sta
tionary at each collocation point. 

Once the system of discrete equations is obtained for each 
element, the global matrix is assembled using direct stiffness 
summation. This approach results in decoupling the boundary 
nodes from the internal nodes of each macro-element. In this 
fashion, the boundary nodes are determined serially, after 
which, the internal nodes may be determined in parallel, per
mitting efficient implementation on parallel computer archi
tectures. The variational formulation automatically satisfies 
C° across elemental boundaries, while interfacial continuity of 
flux is achieved through convergence. This alleviates the ne
cessity of a patching technique, usually required to obtain 
interfacial continuity in other multidomain spectral formula
tions. 

The accuracy of the spectral-element solution may be af
fected either by increasing the total number of macro-elements, 
obtaining algebraic convergence, or by increasing the order of 
the local expansions, achieving nearly-exponential conver
gence. Adequate resolution was verified by contrasting the flow 
characteristics using both 7th and 9th order local expansions, 
as well as using different macro-elemental discretizations. The 
results from the simulations for the final macro-elemental dis
cretization with 7th and 9th order expansions, yielded virtually 
identical results, indicating that the lower resolution was ad
equate for this investigation. Furthermore, the discretization 
used for the conjugate simulations was more constrained by 
geometric resolution of the package sub-components than by 
numerical accuracy concerns. 

Flow Patterns 
The flow behavior can be categorized, depending on the 

Reynolds number, into subcritical and supercritical regimes. 
In the subcritical regime, the bypass flow is essentially parallel, 
as evidenced by the streamlines in Fig. 3. A boundary layer 
grows unhindered along the top surface until reaching its fully-
developed thickness. However, the bottom surface, due to its 
segmentation, causes a boundary layer to initiate and then 
separate along each successive rib. The separated boundary 
layer forms a wake that extends downstream. The subcritical 
bypass flow essentially lacks transverse mixing and therefore, 
does not fully homogenize the wake before it reaches the next 
downstream package. This results in a finite boundary layer 
thickness at the leading edge of each package within the pe
riodically fully developed region. For larger subcritical Reyn
olds numbers, the incoming flow becomes less homogeneous 
because of the increase in the streamwise momentum, without 
a corresponding increase in transverse mixing. 

The corresponding subcritical groove flow is steady and 

SEPTEMBER 1994, Vol. 116 / 501 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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Fig. 4 Supercritical streamline sequence at equally spaced time incre
ments within one cycle of oscillation at Re = 592 

composed of one large recirculation zone that is segregated 
from the bypass region by a shear layer. As the Reynolds 
number is increased, additional momentum is imparted to the 
recirculating zone, increasing its rotational strength and dis
placing it downstream within the groove. This causes larger 
velocity gradients along the upstream rib face, while dimin
ishing the velocity gradients along the downstream rib face. 
In the subcritical regime, the shear layer remains intact, pre
venting convective exchange of fluid between the groove and 
bypass regions. 

For the grooved-channel geometry considered in this study, 
the critical Reynolds number for the onset of self-sustained 
oscillations is between 550 and 555. As the Reynolds number 
is increased above this critical value, the bypass and groove 
flows exhibit several important differences. The parallel 
streamlines of the subscritical bypass flow are replaced by a 
time-dependent sequence of curved streamlines (Fig. 4). These 
oscillations correspond to Tollmien-Schlichting traveling waves 
(Ghaddar et al., 1986a; Amon and Patera, 1989) with a fre
quency of 9.42 Hz for a Reynolds number of 592 in this ge
ometry. The presence of self-sustained oscillations and the 
bounded periodic nature of the velocity fluctuations is verified 
by examining the time history of the U-velocity for a point 
centered above the groove (Fig. 5). 

The transverse momentum carried by the wavy bypass flow 
induces a time-dependent boundary layer thickness at each 
streamwise location along the top wall. The effect upon the 
grooved wall is far more complex. First, the time-dependent 
transverse momentum of the traveling waves causes large-scale 
mixing within the bypass region. This large-scale mixing par
tially homogenizes the wake, resulting in a more uniform ve-

Time (sec) 
Fig. 5 Time history of streamwise velocity at a point centered above 
the groove 

locity distribution at the leading edge of the package. Second, 
the time-dependent interaction between the recirculating zones 
and the traveling waves results in an expansion of the upstream 
recirculating zone into the bypass region. This serves to divert 
the wake above the package and away from its leading edge 
(Figs. 4(c-e)). Furthermore, the bypass flow periodically pen
etrates through the shear layer into the groove region (Figs. 
4(d-f)), resulting in a direct exchange of fluid. As the bypass 
flow enters the groove, it separates over the downstream corner 
of the rib (Fig. 4(d)), inducing the growth of a downstream 
recirculating zone (Figs. 4(e,f)). This recirculating zone grows 
and is displaced downstream until it contacts the preexisting 
recirculation zone (Fig. 4(g)). The two recirculation zones co
alesce (Fig. 4(a)) and the sequence is periodically repeated in 
time, synchronized with the cycle of the traveling waves in the 
bypass region. 

Skin-Friction Coefficients 
The effect of the time-dependent flow structure can be better 

understood by examining the wall shear stress. A nondimen-
sional skin-friction coefficient is defined as the wall shear stress 
normalized by one-half the mean streamwise momentum of 
the bypass flow. A sign convention is adopted such that the 
direction of the velocity dictates the sign of the skin-friction 
coefficient. In this manner, rotational directions of recircu
lating zones can be clearly discerned. 

The skin-friction coefficient distribution along the grooved 
wall, corresponding to the subcritical flow pattern of Fig. 3, 
is displayed in Fig. 6. The distribution along the top surface 
of the rib exhibits the classical behavior associated with bound
ary-layer growth, except in the vicinity of the downstream 
corner. The no-slip condition is relaxed after the flow separates 
from the rib, causing the fluid near the corner to accelerate, 
which increases the local skin friction. Additionally, the ve
locity deficit associated with the wake from the preceding pack
age is evidenced by the finite value of skin friction at the leading 
edge of the package. 

As previously noted, along the upstream rib face and groove, 
negative skin-friction coefficients correspond to clockwise ro
tation, while positive values indicate counter-clockwise rota
tion. The distribution along the upstream groove and rib face 
indicates the presence of a single, large clockwise-rotating re
circulating zone. The magnitude of the skin-friction coefficient 
along the downstream rib face and groove is much lower than 
along the other surfaces for this Reynolds number. The large 
clockwise-rotating recirculating zone within the groove region 
is centered within the upstream portion of the groove, leading 
to smaller magnitudes of skin-friction coefficients. 

The time-dependent skin-friction coefficient distribution 
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Fig. 6 Subcritical skin-friction coefficient distribution at Re = 261 

corresponding to the supercritical flow regime (Fig. 4) is dis
played in Fig. 7, for one cycle of oscillation. The magnitude 
of the skin-friction coefficient along the top surface of the rib 
is smaller for the supercritical flow than for the subcritical 
flow. This is a consequence of the increased streamwise mo
mentum of the bypass flow without the small-scale mixing 
present in turbulent flows. Therefore, the velocity profile re
tains an essentially parabolic shape, leading to significantly 
less shear stress along the solid-fluid interface than in turbulent 
flows. This feature of transitional flows makes them partic
ularly attractive relative to pumping power requirements. 
However, within the groove region, the magnitude of the shear 
stress increases because of the time-dependent disruption of 
the shear layer, which directly exposes the recirculating regions 
to the bypass flow. This time-dependent interaction causes the 
rotational strength of the recirculating zones to substantially 
increase, particularly so for the upstream recirculating zone. 

The most discernible effect of the supercritical flow structure 
on the distribution of the skin-friction coefficient is the de
parture from the classical boundary-layer behavior along the 
top surface of the rib. The traveling waves affect the growth 
of the boundary layer along this surface through two mech
anisms. The first is related to the interaction of the traveling 
waves with the recirculating zones in the groove. As previously 
described, for a portion of the periodic cycle, the upstream 
recirculating zone expands into the bypass region, diverting 
the wake over the top surface of the rib and displacing the 
reattachment point downstream. This results, for this portion 
of the flow sequence, in an increased skin-friction coefficient 
in the streamwise direction (Figs. l(d, e)). The second effect 
is associated with the passing of the traveling waves crests and 
troughs. Namely, the transverse momentum of the traveling 
waves periodically compresses and expands the boundary layer, 
thereby increasing and decreasing the skin-friction with the 
position of the trough (Figs. 7(e,/)) and crest (Figs. 7 (a, g)), 
respectively. 

The effect of the time-dependent supercritical flow structure 
upon the skin-friction coefficient distribution within the groove 
region is more complex. Recall that within the upstream por
tion of the groove, negative values of skin friction correspond 
to clockwise rotation, while within the downstream portion, 
clockwise rotation is indicated by negative values along the 
groove and positive values along the the rib face. The changes 
in sign that occur over a periodic cycle, along the groove 
surface, indicate that both counter-clockwise and clockwise 
rotating recirculating zones are created by the interaction be
tween the traveling waves and the shear layer. 

Convection-Only Simulations 

Next, the effect of the flow regime on the time-averaged 
difference between the surface and bulk-mean temperatures 
(A7) is presented in Fig. 8. For the convection-only simula
tions, uniform heat flux at the solid-fluid interface is specified 
as the boundary condition. To satisfy this boundary condition, 
the wall temperature must adjust in accordance with the tem
perature of the "fluid in the near-wall region of the boundary 
layer. Therefore, the temperature distribution along the wall 
is governed by a combination of the local fluid temperature 
and the wall shear stress, both being strongly related to up
stream effects. 

As shown in Fig. 8, the distributions of AT along the top 
surface of the rib are quite similar for all the Reynolds numbers 
explored. However, the largest AT is exhibited by the near 
critical Reynolds number case (Re = 550), followed by the 
subcritical (Re = 261) and then the supercritical cases (Re = 
600, 693). As previously described, within the subcritical flow 
regime the wake from the preceding rib is not fully homoge
nized. Therefore, the thermal boundary layer initiates with a 
finite thickness. As the boundary layer grows along the rib 
surface, its temperature increases to compensate for the energy 
diffused away from the wall. In the supercritical case, the wake 
is more completely homogenized, requiring a lower surface 
temperature at the leading edge of the rib to satisfy the constant 
flux boundary condition. Additionally, the supercritical bypass 
flow induces higher diffusion rates along the top surface of 
the rib, resulting in a more rapid increase in wall temperature 
than in the subcritical cases. 

As the flow becomes supercritical, the AT is substantially 
reduced due to the transverse momentum and time-dependent 
nature of the supercritical bypass flow. In fact, all of the 
surfaces along the grooved wall experience a reduction in tem
perature. The waviness of the supercritical flow structure re
sults in transverse convective transport, inducing large-scale 
mixing and a reduction of the effects associated with the wake. 
It should be noted that the traveling waves do not fully ho
mogenize the temperature distribution within the fluid, as in 
a turbulent flow, and upstream effects remain important in 
considering local transport behavior. 

The variations in convective behavior along the grooved 
surface can be clearly visualized by examining the local dis
tribution of the time-averaged Nusselt number, shown in Fig. 
9. Along the top surface of the rib, the Nusselt numbers de
crease slightly with Reynolds number throughout the subcrit
ical regime. However, this behavior reverses in the supercritical 
flow regime, as the Nusselt number increases significantly with 
Reynolds number. The Nusselt number within the groove re
gion continuously increases with Reynolds number for both 
subcritical and supercritical flows, suggesting that the recir
culating flow patterns within the groove significantly minimize 
any resistance associated with upstream effects. 

In summary, the supercritical flow structure increases con
vective heat transport through three mechanisms. First, the 
traveling waves in the bypass region induce fluctuations in the 
velocity components. These fluctuations periodically increase 
the shear stress substantially above subscritical values, resulting 
in increased diffusion at the solid-fluid interface. Second, the 
supercritical bypass flow contains fluctuations in normal ve
locity, which partially homogenize the temperature distribution 
within the bypass flow and wake. Last, the supercritical flow 
structure disrupts the shear layer separating the groove and 
bypass flows. This disruption results in direct convective ex
change between the groove and bypass flows, increasing sur
face transport rates. Therefore, the supercritical flow structure 
increases heat transport by both increasing diffusion at the 
solid-fluid interface and inducing large-scale mixing within and 
between the groove and bypass regions. 
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:• • • • R » > 6 9 3 : 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 

Surface Displacement (cm) 

Fig. 9 Time-averaged Nusselt number distribution for convection-only 
simulations 

Conjugate Conduction/Convection Simulations 

In the conjugate simulations, heat is generated within the 
chip, conducted through the package to the surface, and con
verted into the cooling fluid. The local thermal-fluid char
acteristics, as well as the composition and distribution of heat 
generation within the solid region dictate the local convective 
performance. Consequently, because of the additional internal 
resistances, the surface temperature distribution (Fig. 10) ex
hibits a different pattern than in the convection-only simula
tions (Fig. 8). The concentrated heat generation produces a 
maximum AT directly above the location of the chip. This 
differs from the convection-only simulations in which the top 
surface of the rib displays the lowest ATand the groove surface 
the highest. In fact, for the conjugate case, the groove surface 
displays the lowest AT. 

Contrary to the convection-only case, the AT increases from 
the subcritical to the supercritical flow regime, for the range 
of Reynolds numbers explored. In the convection-only case, 
the uniform flux boundary condition applied at the solid-fluid 
interface mandates that the product of the heat transfer coef
ficient and the temperature difference be constant. At super
critical Reynolds numbers, higher heat transfer coefficients 
result because of the combination of better flow homogeni-
zation and higher diffusive rates. Therefore, the AT must de
crease to satisfy the uniform heat-flux boundary condition. 
However, the conjugate problem must satisfy a different 
boundary condition, namely continuity of flux and tempera
ture at the solid-fluid interface. As the Reynolds number in

creases within the range of this study, more heat is convected 
from the package surface (Fig. 12), causing larger internal 
temperature gradients. To satisfy the continuity of flux bound
ary condition, the temperature gradient within the fluid must 
similarly increase. Physically, as heat is removed from the 
package by the cooling fluid, the bulk temperature increases. 
Therefore, the surface temperature must likewise increase in 
order to maintain the temperature gradient at the solid-fluid 
interface. 

The time-averaged local Nusselt number distribution along 
the grooved wall, for the conjugate simulation, is shown in 
Fig. 11. The fluid contained within the groove region is con-
vectively heated along the upstream and downstream rib faces. 
In the subcritical case, the shear layer separating the groove 
and bypass flows remains intact, prohibiting convective ex
change of fluid. Therefore, the recirculating fluid becomes 
hotter than the groove surface temperature. This temperature 
gradient causes heat to be transferred from the fluid to the 
groove surface, producing negative values of Nusselt number 
along the upstream and downstream groove surfaces (Fig. 11). 
As the bypass flow becomes oscillatory and disrupts the shear 
layer, the fluid within the groove is convectively cooled. There
fore, the temperature gradient along the groove surface is 
reduced and the Nusselt numbers become increasingly less neg
ative. It should be noted that in three-dimensional configu
rations, the thermal gradients would be lower because of 
convection from the sides of the groove region, an important 
effect not captured by the two-dimensional model. 

A local rise in Nusselt number occurs along the exposed 
surface corresponding to the location of the solder. This local 
increase is a consequence of the nonintimate contact between 
the PCB and the package, which reduces the convective re
sistance to the cooling fluid, relative to the conductive resist
ance into the PCB. 

The distribution of Nusselt number along the top of the rib 
is affected by the thermal wake from the preceding rib, the 
growth of the boundary layer, the material composition of the 
package, and the location of heat generation. The combination 
of these effects leads to an exponential decline from the up
stream to the downstream corner, with a local rise directly 
over the location of the chip. 

Although the distributions and magnitudes of Nusselt num
bers for both the subcritical and supercritical flow regimes are 
similar, the total amount of heat transferred to the fluid is 
quite different. This can be seen by examining the spatial 
distribution of the heat flux along the solid-fluid interface (Fig. 
12). The increase in shear stress caused by the oscillatory flow, 
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most significantly affects both the upstream rib face and the 
top surface of the rib (Fig. 7). A corresponding increase in 
heat flux is clearly depicted in the distributions along these 
surfaces. It should be noted that the heat flux specified as a 
boundary condition for convection-only simulations is inde
pendent of Reynolds number. However, for the conjugate case, 
the heat flux obtained at the solid-fluid interface is 58.59 W/ 
m2 and 180.25 W/m2, for the subcritical (Re = 261) and 
supercritical (Re = 676) flows, respectively. Therefore, the 
heat flux at the solid-fluid interface is strongly dependent upon 
the Reynolds number and is not accounted for in the convec
tion-only case. The remaining energy not transferred to the 
cooling fluid is conducted through the PCB to the next up
stream package, thereby, satisfying global energy conserva
tion. 

Conclusions 
Forced convective heat exchangers consisting of complex, 

multimaterial solid domains with concentrated heat generation 
exhibit different thermal performance than uniform heat-flux 
representations. In fact, thermal performance characteristics, 
such as heat being transferred from the fluid to the groove 
surface and local variations along the rib surfaces, are absent 
from the uniform heat-flux approximation. In applications 
with imposed limits on thermal gradients or local temperatures, 
neglecting these conjugate effects may result in unacceptable 
cooling behavior. Additionally, it has been shown that in
creases in the Reynolds number produce varied transport ef
fects dependent upon both the geometric region and flow 
regime. 

The importance of considering time-dependent flow char
acteristics, the significance of increasing the Reynolds number 
from a time-invariant subcritical to a time-dependent super
critical flow regime, and the mechanisms for supercritical heat 
transport enhancement are identified. Similarly, conjugate 
conduction/convection effects are demonstrated to signifi
cantly influence heat transport and need to be accounted for 
in the design and analysis of heat exchanger configurations, 
such as those found in the electronic equipment. 
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Evaluation of Flip-Flop Jet Nozzles 
for Use as Practical Excitation 
Devices 
This paper describes the flowfield characteristics of the flip-flop jet nozzle and the 
potential for using this nozzle as a practical excitation device. It appears from the 
existing body of published information that there is a lack of data on the parameters 
affecting the operation of such nozzles and on the mechanism of operation of these 
nozzles. An attempt is made in the present work to study the important parameters 
affecting the operation and performance of a flip-flop jet nozzle. Measurements 
were carried out to systematically assess the effect of varying the nozzle pressure 
ratio (NPR) as well as the length and volume of the feedback tube on the frequency 
of oscillation of this device. Flow visualization was used to obtain a better under
standing of the jet flowfield and of the processes occurring within the feedback 
tube. The frequency of oscillation of the flip-flop jet depended significantly on the 
feedback tube length and volume as well as on the nozzle pressure ratio. In contrast, 
the coherent velocity perturbation levels did not depend on the above-mentioned 
parameters. The data presented in this paper would be useful for modeling such 
flip-flop excitation devices that are potentially useful for controlling practical shear 
flows. 

Introduction 
Although evidence of the use of fluid power dates back to 

ancient civilization (Tokaty, 1971; Morris, 1973), only recently 
has significant progress been made in the development of con
trol devices that do not use moving parts, for example; tur
bulence amplifiers, wall attachment devices, active and passive 
momentum interaction devices, and vortex devices (see Morris, 
1973). In the 1970's fluid control techniques were applied to 
jet nozzles in a pioneering paper on "flip-flop jet nozzles" by 
Viets (1975) and Viets et al. (1975a). Despite all the work that 
exists in this area, the understanding of the operation of such 
devices is far from complete. 

The potential for using flip-flop jets for the control of prac
tical shear flows is the driving force behind the present inves
tigation. Methods such as acoustic excitation (Crow and 
Champagne, 1971; Ahuja et al., 1982; Raman and Rice, 1991) 
used for controlling shear flows in fundamental research ex
periments are not likely to be effective under practical con
ditions. In recent years, a variety of novel fluid flow control 
devices have been developed. Examples of such devices are the 
whistler nozzle (Hill and Greene, 1977), tabs at the jet exit 
(Ahuja and Brown, 1989; Zaman et al., 1994), suction at the 
jet exit periphery (Strykowski et al., 1992) and transverse in
jection using auxiliary jets (Davis, 1982). Other recent concepts 
include bifurcating jets (Parekh et al., 1987), hydrodynamic 
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OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 21, 1993; revised manuscript received April 24, 1994. Associate Tech
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excitation (Brown and Ahuja, 1990), the use of piezoelectric 
actuators (Wiltse and Glezer, 1993), and the use of artificially 
induced screech (Rice and Raman, 1993). The flip-flop jet 
provides yet another possibility for the control of practical 
flows. In pursuit of the above goal there has been a recent 
renewal of interest in flip-flop jets (Schreck, 1992; Raman et 
al., 1993; and Raman and Rice, 1993). Other applications of 
flip-flop jets such as in two-phase flow (Morris et al., 1992) 
and in foam spreading (Viets et al., 1975b) have also been 
reported. 

The parameters affecting the operation of a bistable fluid 
amplifier and a wall attachment fluidic oscillator were studied 
by Warren (1962) and Beale and Lawyer (1974), respectively. 
Subsequent work by Viets (1975) and Viets et al. (1975a) sug
gested that the nozzle pressure ratio as well as feedback tube 
length and volume played a role in determining the frequency 
of the flip-flop jet, but no clear relationships were established. 
The objective of the present work is to study the effect of the 
nozzle pressure ratio (NPR = ratio of plenum pressure to am
bient pressure, P0/Pa) and feedback tube length and volume 
on the operation of the flip-flop jet nozzle. 

Experimental Details 
The research facility included a plenum tank (15.24 cm di

ameter, 1.82 m long) to which various nozzles could be at
tached. The plenum tank was supplied by compressed air at 
pressures up to 350 kPa (50 Psig) at 80°F. After passing through 
a filter that removed any dirt or dust that might break the hot-
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Table 1 

NOZZLE 
PARAMETER 

Smaller Dimension of 
Inner Nozzle 

Larger Dimension of 
Inner Nozzle 

Aspect Ratio (b/h) 

Smaller Dimension of 
Flip-Flop' Attachment 

Larger Dimension of 
Flip-Flop Attachment 

Aspect Ratio (B/H) 

Width of Feedback 
Slot 

Axial Dimension of 
Flip-Flop Attachment 

Length of Feedback 
Tube 

Diameter of Feedback 
Tube 

Volume of Feedback 
Tube 

Nozzle Pressure Ratio 

Exit Geometry 

Descript 

SYMBOL 

h 

b 

s 

H 

B 

S 

w 

Lr( 

L 

d 

Vol 

NPR 

-

ion of nozzle parameter 

LARGE SCALE 
NOZZLE 

DIMENSION (mm, 
cubic mm) 

6.35 

69.85 

11.0 

26.98 

69.85 

2.58 

25.4 

25.4 

444.5 

43.88 (d.) 

672,194 

Flow Visualization 
Only 

Divergent Walls 
3.6° Half Angle 

MINIATURE 
NOZZLE 

DIMENSIONS 
(mm, cubic mm) 

2.34 

19.05 

8.15 

7.0 

19.05 

2.72 

3.17 

15.87 

304.8-1625.6 

9.5-19.1 

21,604-465,596 

1.3-2.0 

Divergent Walls 
5° Half Angle 

Flow 

film probes, the air entered the plenum axially. The nozzle 
pressure ratio was varied by changing the plenum pressure. 
The plenum also had pipe fittings for injecting smoke for the 
visualization studies. The stream wise velocity (mean and fluc
tuating) was measured using a single sensor hot-film probe 
(TSI Inc. model 1210-20) in conjunction with Dantec 55M01 
and 55M10 circuits and a Dantec 55M25 linearizer. The single 
hot-film probe was oriented such that it was most sensitive to 
the streamwise velocity. The large scale flip-flop nozzle de
scribed in Table I and shown in Fig. 1(a), was used only for 
the flow visualization study. For the parametric study, a min
iature nozzle (Fig. 1(b) and 1(c)) was used. The nozzle has 
three parts: the convergent rectangular slot nozzle, a nozzle 
attachment with control ports, and a feedback tube that con
nects the control ports. The exit (center) of the inner rectan
gular nozzle is the origin of the coordinate system shown in 
Fig. 1(a). The frequency of pressure oscillation in the feedback 
tube was measured using one of the piezoresistive pressure 
transducers (see Fig. 1(b)). The unsteady velocity and pressure 
signals were analyzed using a 2 channel B&K spectrum ana
lyzer. 

Results and Discussion 

Flowfleld Characteristics. Figure 2 shows smoke flow vis
ualization photographs of the flip-flop jet. The visualization 
was carried out at very low speeds (—10 m/s) and was made 
possible by filling the plenum chamber with smoke and illu
minating the flowfield with bright continuous light (750 W). 
The still pictures cover an axial extent of up to x/h = 25 and 
show the two phases of oscillation of the jet. During phase 1, 
the jet is attached to the bottom wall and during the other 
phase to the top wall. The details of the operation of such 
nozzles will be discussed in a later section. 

Figure 3(a) shows the mean velocity contours in the flip-
flop jet flow-field when the jet was operated at a NPR of 1.02. 
In Fig. 3(a) the mean velocity is expressed as a fraction of the 
jet's exit velocity. It is to be noted that the potential core is 
virtually absent due to the oscillation of the jet in the transverse 
direction. The outer edge of the jet is denoted by the U/ 
[/e = 0.03 contour. Due to flow reversals near the outer edge 
of the jet the hot-film measurements are not meaningful for 
lower velocities. The total velocity fluctuations in the jet are 

Rectangular 
slot nozzle 

Feedback tube 

/- Upper wall (U) 

' / - Flip-flop nozzle 
attachment 

b 
B 

Lower wall (L) 

Control port 

(a) 

Static 
pressure 
port 

Feedback 
tube 
(length L) 

Rectangular ^ ' 
slot nozzle "1 

Piezo- resistive~"--
pressure transducer-

Flexible 
tubing 

Control 
port 

Flip-flop 
nozzle 
attachment 

(b) 

Bfiu X 

H - h 
Step height = —o—= ns 

Flow 

Detail 

(c) 

Fig. 1 Schematic of flip-flop jet nozzle, (a) Large scale flip-flop nozzle; 
(b) miniature flip-flop nozzle; (c) detail of miniature scale nozzle. 

shown in Fig. 3(6). The velocity fluctuation level in the contour 
plot is expressed as a percentage of the jet exit velocity. The 
velocity fluctuations shown in Fig. 3(6) include the coherent 
oscillations due to the flapping of the jet as well as randomly 
occurring velocity fluctuations attributed to fine scale turbu-
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x/h

(b)

Fig. 3 Characterization of the flow-field of a flip· flop jet. (a) Contours
of mean velocity; (b) contours of total fluctuating velocity level.
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however, are much lower than the frequencies expected based
on the length of the feedback tube and the speed of propagation
of pressure waves (sound) in the feedback tube. This suggests
that for the lengths used in the present work the phenomenon
is not controlled only by wave propagation. This also indicates
that additional processes would have to be considered in order
to provide a complete explanation of the operation of the flip
flop jet nozzle. In this context it needs to be mentioned that
Viets et al. (l975a) did indicate that the volume of the feedback
tube could be a factor, but their work did not attempt to assess
the influence of this factor, nor did they document the volumes
of the feedback tubes used in their work.

Relationship Between Events in the Feedback Tube and
in the Shear Layer

Figure 5 shows flow visualization photographs of the events
at the nozzle exit. Smoke is injected near the nozzle lip using
an external tube. The two phases shown in Figs. 5(a) and 5(b)
correspond to the two phases of jet oscillation shown in Figs.
2(a) and 2(b). Figure 5(a) shows smoke being drawn into the
nozzle when the jet in 2(a) is attached to the bottom and 5(b)
'shows smoke being blown away when the jet in 2(b) flips to
the top.

The unsteady pressure time traces measured on either side
of the feedback tube displayed a sinusoidal shape with a pres
sure difference of about 14.2 kPa at a nozzle pressure ratio
of 1.8. When the jet was attached to the lower wall, the absolute
pressure at that control port was measured to be 53.25 kPa,
while the corresponding pressure at the other port was 67.45
kPa. Since the two control ports are connected by the feedback
tube, the equalization of pressure occurs by a certain mass of

8

6

4

~

'->,

-2

-4
(a)

-6

-8
0

lence. The coherent velocity fluctuations could be occurring
at the flapping frequency and at its harmonics. Figure 4(a)
shows the coherent fluctuating velocity level in the flip-flop
jet. The coherent velocities were obtained by signal enhance
ment with respect to a reference hot-film probe signal. The
reference probe (hot-film) was located in the shear layer close
to the jet exit (x/h ""- 0, y/h = 1.5, z/h = 0). The measurement
probe (hot-film) was moved throughout the flowfield in the
xy plane (z/h = 0). The signal enhancement process can be
explained by assuming that a time varying signal, A (t), consists
of a periodic part, p(t), and uncorrelated noise, n(t). When
a cross-spectrum average is obtained between the measurement
probe signal and the reference probe signal the periodic part
adds coherently (amplitude summation) and the uncorrelated
random noise adds incoherently (power summation). Thus,
after many averages the random part is averaged out and the
coherent part is extracted. From Fig. 4(a) it can be seen that
very high coherent fluctuation levels can be obtained even far
downstream from the jet's exit. It is this feature of the flip
flop jet that makes it attractive for use as an excitation device
in practical flows. Figure 4(b) shows the relative phase (ob
tained from the phase of the averaged cross-spectrum) between
the stationary probe and the traversed probe. It is clear that
events occurring on either side of the jet are 180 0 out-of-phase.
This is proof that the flapping persists even at downstream
stations. Note that for the data presented in Figs. 3 and 4 the
errors are large ( - 10%) for x/h < 5. Details of experimental
errors are provided in the section on "Estimates of Measure
ment Uncertainty."

(b)

Fig. 2 Flow visualization of the two phases of oscillation. (a) Phase 1
of oscillation; (b) Phase 2 of oscillation.

Observations on the Mechanism of Operation
When the jet from the inner nozzle (see Fig. l(b» exhausts

into the region between the two plates of the flip-flop attach
ment, a small pressure gradient could cause the jet to attach
(or detach) from either wall. With the help of the feedback
tube this process repeats and results in an oscillating jet flow.
An explanation for the operation of such nozzles based on
wave propagation in the feedback tube was first provided by
Viets (1975). However, his paper also stated that such an ex
planation would not be adequate for short feedback tubes.
The frequencies of oscillation measured in the present work,
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x/h

(b)

Fig. 4 Characterization of velocity fluctuations at the frequency of os·
cillation of the flip· flop jet. (a) Contours of coherent velocity fluctuation
levels; (b) relative phase between fixed and traversed probes.

(b)

(a)

Fig. 5 Flow visualization 01 events at the nozzle exit. (a) Smoke being
drawn Into the nozzle at the top; (b) smoke being blown away from the
nozzle at the top.

the transverse location where the maximum velocity fluctuation
was recorded. Figure 6(b) shows a spectrum from the piezo
resistive pressure transducer in the feedback tube. Figures 6(a)
and 6(b) represent simultaneous averaged spectra of velocity
oscillations in the shear layer and pressure oscillations in the
feedback tube. In both measurements the same dominant fre-

. quency (j) and three harmonics (21, 31, and 4j) were observed.
Figure 6(c) represents the linear spectral coherence between
the two signals. The following notation is necessary to intro
duce the linear spectral coherence. For two signals (varying
with time), A(t) andB(t), autospectra, GAA and GBB , can be
represented asA (f) -A 0 (f) and B(f) _Bo (f), respectively. Note
that If' denotes the frequency domain, the overbar denotes
an average value, and the asterisk the complex conjugate.
The cross-spectrum GAB can be represented as A' (f) -B (f) .
The linear spectral coherence, -y2 (f), is defined to be

30

30

(
}60.0

450.0

1.0 ----------

20

i
i
i
i

i
i

i
i

i

./'"

.",/

~------1.0-

270.0

x/h

(a)

10

... /
;'

i
i

i,.
i

180.0

)

90.0

;
I,.

i
i

i
i

-90.0 ,..-/
//

i
i

i
i

i

2

o
"

./'
I
i
i,,
;
I

i
i

-2 1:::::..._~__L..L__~...l-_-,-_!...i~_"""':"....l-_

o 10 20

-1

2

.<:
0......

>-

-2

-4

-5

-8
0

fluid being drawn in through port 2 (shown by the inflow of
smoke into the nozzle in Fig. 5(a». The equalization of pressure
causes the jet to detach from the lower wall and attach to the
upper wall (shown by smoke being blown away near the upper
wall in Fig. 5(b». The process then repeats itself.

In an attempt to visualize the events within the feedback
tube, another experiment was performed. The feedback tube
(metal) was replaced with a transparent tygon tube with a small
column of alcohol in the tube. When the flip-flop nozzle was
run in this condition, the column of alcohol was visually seen
to oscillate at the frequency at which the jet flapped. As the
nozzle pressure ratio was increased, the oscillation frequency
of the column of alcohol increased as did its amplitude of
oscillation (displacement of the alcohol column from its equi
librium position). It should be noted here that while the fre
quency of oscillation of the alcohol column is an indication
of the frequency of flapping of the jet, the amplitude of os
cillation is an indication of the volume of air that is alternately
being pumped from one side to another during alternate pres
sure equalization. Although the trends were clear, it was not
possible to keep track of the change of frequency and changes
in the amplitude of oscillation of the alcohol column for small
changes in nozzle pressure ratio. Therefore all the observations
should be interpreted with caution and treated as qualitative.
It should be pointed out that at a given nozzle pressure ratio,
the nozzle with alcohol in the feedback tube oscillated at a
lower frequency than the nozzle with no alcohol in the feedback
tube. Although the alcohol does interfere with the process, it
at least provides a qualitative picture of what is happening.

Figure 6(a) shows a spectrum from a hot-film probe located
near the jet exit shear layer. The hot-film was positioned at
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Fig. 6 Velocity and pressure spectra, (a) Spectrum of unsteady velocity 
measured in the shear layer at the jet exit; (b) spectrum of pressure 
oscillations measured in the feedback tube; (c) linear spectral coherence 
function. 

\GAB\2/GAA• Gbb. Note that 0<y2< 1. The utility of y2if) lies 
in the fact that it expresses the degree of linear correlation 
between A if) and Bif). At / and its harmonics the linear 
spectral coherence is almost 1.00. This indicates that the coh
erent velocity fluctuations in the jet's shear layer are highly 
correlated to the pressure oscillations in the feedback tube. 

Figure 1(a) shows a plot of the frequency of oscillation of 
the flip-flop jet versus NPR. The frequency of oscillation ob
tained from the unsteady pressure signal in the feedback tube 
was seen to be the same as that obtained from the hot-film 
measurements in the shear layer of the jet. In addition, the 
linear spectral coherence at the oscillation frequency (Fig. 1(b)) 
between the two signals was 1.0, thus indicating a strong cor
relation between the pressure signals in the feedback tube and 
the coherent velocity signals in the jet's shear layer for the 
entire NPR range. It should be emphasized that in addition to 
the high coherence noted from Fig. 1(b) there is other evidence 
to prove that the jet oscillations are caused by the processes 
occurring in the feedback tube. First, when the feedback tube 
is disconnected the jet oscillation stops. Second, when the 
control ports are sealed off, the flip-flop jet oscillations cease. 
It is therefore the pressure oscillations in the feedback tube 
that are responsible for the oscillatory nature of the flip-flop 
jet. Note that for the data in the next section (Figs. 8-10) the 
frequency of oscillation of the flip-flop jet was measured using 
one of the piezoresistive pressure transducers in the feedback 
tube (see Fig. 1(b)). 
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Fig. 7 Relationship between pressure oscillations in the feedback tube 
and'velocity perturbations in the shear layer at various nozzle pressure 
ratios, (a) Frequency of oscillation versus nozzle pressure ratio; (b) linear 
spectral coherence versus nozzle pressure ratio. 

Effect of Varying Nozzle Parameters on the Frequency 
of Oscillation 

The operation of the flip-flop jet nozzle depends on a mul
titude of parameters. It is impractical to vary each of those 
parameters while keeping the others constant. The present 

work only attempts to vary a limited set of parameters which 
are believed to be important for the operation of this device. 
These important parameters are the nozzle pressure ratio, as 
well as the feedback tube length and volume. 

A case where both length and volume of the feedback tube 
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are varied simultaneously is shown in Fig. 8(a-d). To obtain 
the data for this case the feedback tube length was varied for 
a constant diameter tube. An increase in the length also au
tomatically increased the volume. Note that in Fig. 8(a-d) the 
volume and length do not directly relate using the diameter 
given. This is due to the noncircular cross section of the feed
back tube where it connects to the control port (see Fig. 1(6)). 
The frequency of oscillation of the flip-flop jet is seen to 
decrease with an increase in the length of the constant diameter 
tube. The frequency of oscillation was also seen to increase 
with increase in the nozzle pressure ratio. 

The variation of the oscillation frequency versus feedback 
tube length for constant feedback tube volumes is shown in 
Fig. 9(a-d) for various nozzle pressure ratios. In order to keep 
the volume constant for the various feedback tube lengths, 
feedback tubes of smaller diameters had to be used for longer 
lengths. When the length was increased at a constant volume, 
the frequency of oscillation was seen to decrease. This obser
vation can be rationalized by noting that with a longer tube 
it takes a longer time for the pressures between the two ports 
to equalize. Again, higher nozzle pressure ratios resulted in 
higher frequencies of oscillation. 

The variation of the oscillation frequency versus feedback 
tube volume for constant length feedback tubes is shown in 
Fig. 10 for various nozzle pressure ratios. In order to keep the 
length constant for various feedback tube volumes, feedback 
tubes of various diameters were used. For a constant length 
and NPR, the frequency of oscillation increased as the volume 
of the feedback tube was increased. This increase in frequency 
with increase in volume is more pronounced for the case of 
short feedback tube lengths. It follows that the jet oscillation 
cannot be explained in terms of wave propagation in a tube 
for short tube lengths. The fact that wave propagation could 
not account for the frequency of oscillation of flip-flop jets 
with short feedback tube lengths was also reported by Viets 
(1975). It appears from Fig. 10 that the greater cross-sectional 
area (larger volume) of the feedback tube lowers the resistance 
to the pressure equalization process in the feedback tube. The 
time for the equalization of the pressure is therefore much 
shorter, resulting in higher frequencies of oscillation. As be
fore, higher NPRs resulted in higher frequencies of oscillation. 

It is to be noted that a limited attempt was made to present 
the data in a universal non-dimensional form. However, the 
non-dimensional model did not collapse all the data points. 
The dimensional data documented in this paper would still be 
valuable for future modeling of this device. 

Effect of Varying Nozzle Parameters on the Coherent 
Excitation Levels 

The evaluation of the flip-flop jet nozzle as an excitation 
device would not be complete without a careful documentation 
of the coherent velocity perturbation levels capable of being 
produced by this device. In order to quantify these levels a 
hot-film probe was positioned at various downstream stations 
and the maximum coherent velocity perturbation level was 
recorded. The effect of the feedback tube length and volume, 
as well as the effect of nozzle pressure ratio (NPR), will be 
discussed next. It is important to note that an overall picture 
of the coherent velocity field produced by the flip-flop jet was 
shown in Fig. 4(a) for one set of conditions. However, that 
jet was operated at a very low nozzle pressure ratio 
(NPR = 1.02). Since it is impractical to collect data similar to 
that presented in Fig. 4(a) for several feedback tube lengths, 
volumes and nozzle pressure ratios, only the maximum co
herent velocity perturbation level at three different axial sta
tions was obtained. 

Figure 11(a) shows a plot of the peak coherent velocity 
perturbation level versus feedback tube length for a constant 
feedback tube volume of 95 cc. It can be seen that the velocity 
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Fig. 11 Effect of varying nozzle parameters on coherent velocity per
turbation levels, (a) Effect of feedback tube length for a constant feed
back tube volume of 95 cc; (b) Effect of feedback tube volume for a 
constant feedback tube length of 46.23 cm. 

perturbation levels are around 35% at x/h = 7, around 20 per
cent at x/h = 16, and around 15 percent at x/h = 32. It appears 
that at low feedback tube lengths the effect of varymg the 
NPR is not so significant, whereas at a feedback tube length 
of 175 cm there is a considerable effect of the NPR on the 
coherent velocity perturbation levels. 

Figure 11(6) shows data similar to that discussed in Fig. 
11(a). However, the effect of varying the feedback tube volume 
at a constant feedback tube length is addressed here. The 
coherent velocity perturbation levels are of the same order as 
discussed in connection with Fig. 11(«) at the three axial sta-
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tions. With the possible exception occurring at the x/h = l 
location, there appears to be no significant variation in the 
coherent velocity levels with volume or with nozzle pressure 
ratio. The conclusions to be made from Figs. \\(a) and 11(6) 
are that the magnitude of the normalized coherent velocity 
perturbation levels that could be produced by the flip-flop jet 
excitation device depend mainly on the axial location at which 
the levels are measured. There is no significant change with 
feedback tube length or volume. There is a limited dependence 
on NPR for some cases. It should be emphasized that these 
observations are in contrast to the observations for the fre
quency of oscillation of the flip-flop jet. The frequency of 
oscillation depended considerably on the feedback tube length, 
volume, and the nozzle pressure ratio. 

Potential For Use as an Excitation Device 
For jet mixing control applications, miniature flip-flop ex

citer jets could be used on either side of the exit of a larger 
scale primary nozzle. For such an application, the frequency 
of operation of the flip-flop jets should fall within the range 
of frequencies of the natural instability in the primary flow. 
In addition, the mass flow through the flip-flop jets should be 
small compared to that from the primary jet. Further, multiple 
flip-flop exciter nozzles operating at a prescribed phase dif
ference could be used to excite the primary flow into various 
modes of instability. These phasing schemes were described 
by Raman and Rice (1993). Future work should focus on ap
plying flip-flop excitation devices to jet mixing control appli
cations. 

Estimates of Measurement Uncertainty 
Estimates for the uncertainty in the measurements were ob

tained using the methods described by Moffat (1985). For the 
single component hot-film probes the calibration uncertainty 
was 2 percent and the first order uncertainty was < 0.5 percent, 
yielding a total uncertainty of 2.1 percent. However, when the 
probe was placed near the exit of the flip-flop jet (x/h<5) 
the errors were much larger (—10 percent). The above estimates 
are valid for the data in Figs. 3,4, Figs. 6 and 7 (velocity data 
only), and Fig. 11. 

Estimates for the uncertainty in the piezoresistive pressure 
transducers were reported in an earlier paper (Raman and Rice, 
1993). The calibration uncertainty was 1.5 percent and the first 
order uncertainty 0.3 percent, yielding a total uncertainty of 
1.53 percent. Since the same pressure transducers were used 
under similar conditions in the present work, the earlier esti
mates are valid here. The estimates provided in this paragraph 
are valid for the data in Figs. 6 and 7 (pressure oscillation data 
only) and Figs. 8-10. In addition, it should be noted that the 
uncertainty in the frequency measurement (Figs. 6-10) was ± 1 
Hz and that in the phase measurement (Fig. 4(b)) ±5 deg. 

Concluding Remarks 
The flip-flop jet nozzle was evaluated for use as an excitation 

device for the control of practical shear flows. The effect of 
the important nozzle parameters, i.e., the feedback tube length, 
volume and nozzle pressure ratio on the frequency of oscil
lation and the coherent velocity perturbation levels was in
vestigated. It was found that the frequency of oscillation of 
the flip-flop jet depended significantly on the feedback tube 
length and volume as well as the nozzle pressure ratio. In 
contrast, the coherent normalized velocity perturbation level 
did not depend on the above parameters. The data presented 
in this paper would be valuable for future modeling of this 
device. 

In summary, when the flip-flop jet nozzle is used as an 
excitation device the nozzle parameters need to be carefully 
selected so that the frequency of oscillation of the flip-flop jet 
matches that of the natural instability of the flow being excited. 

However, the coherent normalized velocity perturbation levels 
that this device is capable of producing are by far independent 
of the nozzle parameters and depend only on the location at 
which these are measured. If one desires higher velocity per
turbation levels, then the flip-flop jets would have to be located 
closer to (or built into) the primary flow being excited. As a 
final note, the velocity perturbation levels that the flip-flop 
device is capable of producing are much greater than the levels 
produced using conventional excitation sources. Future re
search within our group -at NASA Lewis Research Center will 
focus on applying these devices for the control of practical 
shear flows. 
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Experimental Correlations 
to Predict Fluid Resistance for 
Simple Pulsatile Laminar Flow 
of Incompressible Fluids in 
Rigid Tubes 
The effects of oscillatory amplitude and frequency on fluid resistance for pulsatile 
incompressible laminar flow in rigid tubes were investigated analytically and ex
perimentally. Analytical results predict that oscillations will have no effect on average 
resistance, defined as average pressure drop divided by average flow rate. The effect 
of oscillatory flow amplitude on total fluid resistance was obtained analytically. 
These results were verified experimentally. Equations are presented which allow the 
calculation of total fluid resistance for laminar, incompressible pulsatile flow in 
rigid tubes as a function of tube dimensions, fluid properties, frequency of oscillation 
and oscillatory flow amplitude. 

Introduction 
Pulsatile flow is encountered in physiology (circulatory sys

tem, respiratory system), prosthetic devices in biomedicine 
(cardiac support and replacement, mechanical respiratory sup
port, jet ventilation) and engineering (positive displacement 
pump systems, IC engines, pulse combustors). The behavior 
of these systems is affected by fluid resistance, however, no 
correlation exists which allows the determination of fluid re
sistance for pulsatile flow. In the present context, pulsatile 
flow consists of steady flow with sinusoidal oscillations su
perimposed; oscillatory flow consists of sinusoidal oscillations 
with no net flow. 

Womersley (1955), McDonald (1960), Jager et al. (1965) and 
others have shown that, in oscillating fluids, the interaction 
between viscous and inertial effects alters the velocity profile 
so that it no longer resembles the parabola of steady flow. 
Womersley noted that the resistance and inertance could be 
expressed as functions of a single nondimensional parameter, 
a, defined as 

(1) 

Ury (1962), Linford et al. (1965), Sergeev (1966), and Merkli 
and Thomann (1975) have demonstrated that resistance cal
culations based on Womersley's equations are accurate at low 
values of a but they suspected a transition from laminar to 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 6, 1992; revised manuscript received November 1, 1993. Associate 
Technical Editor: R.L. Panton. 

turbulent flow at high a where predicted and experimental 
results diverged. 

Donovan et al. (1991) solved the Navier-Stokes equation for 
incompressible one-dimensional oscillatory flow of fluids in a 
circular pipe with no net flow rate, and found that the analytical 
resistance and inertance predictions agreed with Womersley's 
predictions. However, these authors demonstrated that the 
one-dimensional analytical predictions of resistance did not 
agree with experimental results for values of a up to 1000. 
They also demonstrated that the differences encountered were 
not due to turbulence. They published a correlation which can 
be used to calculate the resistance as a function of a for os
cillatory laminar flow in rigid tubes. 

The authors speculated that the increased resistance observed 
at high a may be due to secondary flows. If this were true, 
then it would be expected that the addition of oscillations to 
steady flow would increase the average steady flow resistance. 

The present study was done to answer two questions for 
pulsatile laminar flow of incompressible fluids in rigid circular 
tubes: 

1. What effect does fluid oscillation have on the average 
resistance as calculated from average flow and average pressure 
drop? 

2. How is the total fluid resistance affected by the ratio of 
oscillatory flow amplitude to steady flow rate? 

Analytical Predictions 
The Navier-Stokes equation for an incompressible constant 

viscosity fluid element in a circular constant area rigid tube 

516 / Vol. 116, SEPTEMBER 1994 Transactions of the ASME 

Copyright © 1994 by ASME
Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with no radial or tangential velocity component and fully de
veloped flow may be written as 

du v d 

dt~~r~dr 
du 

"dr 
(Pi-Pi) 

PL 
(2) 

where Pi and P2 are pressures at the tube entrance and exit, 
respectively. 

Donovan et al. (1991) demonstrated that the fluid resistance 
for this system being driven by a harmonic pressure difference 
is given by 

R=-

(Pt-P2)Qdt 

Q2dt 
(3) 

The relationship of this resistance to energy dissipation rate 

E = R- Q2dt (4) 

In order to produce pulsatile flow in the tube, let the driving 
pressure be defined as 

Pi-P2 = AOSQsm(o)t + d)+Astd (5) 

and let elapsed time be very large, so that initial transients 
have died out resulting in steady state conditions. 

Define the velocity in terms of an oscillatory component 
and a steady state component 

u = uoso + usti (6) 

Substitution of Eqs. (5) and (6) into Eq. (2) and application 
of the principle of superposition produced the following equa
tions: 

(7) 
dWosc v d 

dt r dr 

d^std 
dt 

rd"osc 
dr 

v d 

r dr 
r 

./loscsin(co/-t-0) 

PL 

dUsn 

dr 

Asti 

pL 
(8) 

The solution to Eq. (8) is presented by Donovan et al. (1991) 
and has the form 

- OSJL-sin(co/ + 0 + </>) 
pLw 

(9) 

where G and </> are gain and phase which are functions of r 
and a. 

The oscillatory component of the volumetric flow rate is 
determined by integrating the oscillatory component of velocity 
over the radius 

(•''0 

Q o k = 2TT ua ~rdr 

and an oscillatory resistance can be calculated by 

Aoscsm(o]t + 6)Qoscdt 

Qiscdt 

(10) 

(11) 

Solution of Eq. (8) yields the fully developed laminar flow 
equations: 

"std - " 
AM(r2-r2) 

T^std^O 
Qstd -

8iiL 

(12) 

(13) 

from which the steady flow resistance can be calculated to be 
the same as fully developed laminar steady flow resistance. 

R -ML 
-"lam ~ 4 

irr0 

(14) 

The total flow rate is the sum of the oscillatory and steady 
components of flow 

Qtot — Sosc + Qstd 

and the total fluid resistance is given by 

^ t o t — " 

[Aox sin (oit + 6) +Astd]Qlotdt 

fQ?o 

(15) 

(16) 
dt 

N o m e n c l a t u r e 

A i = phase angle of pressure 
measurement P I , rad 

Ai = phase angle of pressure 
measurement P2, rad 

A-i = phase angle of compliance 
volume measurement, rad 

40SC = amplitude of oscillatory 
component of driving pres
sure, Pa 

4s,d = amplitude of steady compo
nent of driving pressure, Pa 

Bx = steady component of pres
sure measurement PI , Pa 

B2 = steady component of pres
sure measurement P2, Pa 

B3 = steady component of volume 
in compliance chamber, m3 

C] = oscillatory amplitude of pres
sure measurement PI , Pa 

C2 = oscillatory amplitude of pres
sure measurement P2, Pa 

C3 = oscillatory amplitude of vol

ume in compliance chamber, 
m3 

E = energy dissipation rate, W 
G = gain, none 
L = length of tube, m 
P = pressure, Pa 
Q = volumetric flow rate, m3/s 

Qosc = oscillatory component of 
volumetric flow rate, m3/s 

Qstci = steady component of volu
metric flow rate, m3/s 

Qtot = total volumetric flow rate, 
m3/s 
resistance, Pa-s/m3 

Reynold's number based on 
maximum flow rate, none 
resistance based on fully de
veloped laminar flow, Pa-s / 
™3 

m 
resistance based on oscilla
tory component of flow, 
Pa-s/m3 

R = 

-K-^max = 

^ l a r a = 

" o s c — 

^?tot = total flow resistance, Pa-s / 
m3 

r = radial distance from center 
of tube, m 

r0 = radius of tube, m 
/ = time, s 
u = axial velocity, m/s 

"osc = oscillatory component of 
axial velocity, m/s 

wstd = steady component of axial 
velocity, m/s 

V - volume of water in compli
ance chamber, m3 

a = dimensionless parameter, 
none 

0 = driving pressure phase angle, 
rad 

JX = dynamic viscosity, N • s/m2 

v = kinematic viscosity, 
p = fluid density, kg/m3 

T = period of oscillation, s 
<j> = phase angle, rad 
co = frequency, rad/s 

mVs 

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116 / 517 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Donovan et al. (1991) showed that the shape of the velocity 
profile for oscillatory flow depends only on a, subsequently, 
the value of the dimensionless oscillatory resistance, -ftosc/̂ iam 
depends only on a. For simple pulsatile flow, the shape of the 
velocity profile is determined by the sum of uosc and usn and 
will depend on both a and the flow ratio Qosc/Qsu- Since the 
total resistance is determined entirely by the shape of the ve
locity profile, the dimensionless total resistance i?tot/̂ iam W'U 
be a function of a and flow ratio only. If oscillatory flow 
amplitude is small, Rm approaches the steady flow resistance 
7?,am. At large oscillatory amplitudes Rtot approaches the os
cillatory resistance i?osc as defined by Eq. (11). 

The dimensionless total resistance, Rtot/R\am, approaches 
unity at small flow ratios and approaches a value dependent 
on a at high flow ratios. The normalized dimensionless re
sistance ratio 

Rtot ~ R]am 

AIR COMPLIANCE CHAMBER 

PRESSURE 
TRANSDUCER 

approaches zero at small flow ratios and one at large flow 
ratios, regardless of the value of a. Values of the normalized 
dimensionless resistance ratio during transition from steady 
flow at low flow ratios to oscillatory flow at high flow ratios 
were calculated analytically using Eqs. (9) through (16) for a 
number of different values of a ranging from 1 to 64. The 
analytical result is shown as the solid line in Fig. 4. The shape 
of the transition is independent of a. 

Since the analytical results are dependent only on a and the 
flow ratio, they are valid for any incompressible fluid in a 
circular pipe. The analytical solution predicts that the presence 
of oscillatory flow will have no effect on the average resistance 
defined as the average pressure drop divided by average flow 
rate. The analytical solution also predicts that the presence of 
a steady flow component will have no effect on the oscillatory 
resistance as defined by Eq. (11). The oscillatory resistance is 
the total resistance that would be seen in simple oscillatory 
flow if there were no net flow. 

Experimental Methods 
Three series of experiments were performed. The purpose 

of the first series was to measure the effect of oscillations on 
the steady flow resistance. The objectives of the second and 
third series were to determine the effects of oscillatory flow 
amplitude on total fluid resistance. Two different apparatuses 
(hereafter referred to as apparatus I and apparatus II) were 
used. The basic test arrangement is shown in Fig. 1. 

Water was supplied to the apparatus at constant pressure 
with the pressure drop across the inlet valve maintained at or 
above 100 times the pulse pressure amplitude on the down
stream side of the valve. This guaranteed that less than 0.5 
percent of the oscillatory volume passed through the inlet valve 
so that at least 99.5 percent of the oscillatory volume flowed 
into and out of the air compliance chamber. 

The air compliance chamber provided a means of measuring 
the oscillatory component of volumetric flow rate. The cham
ber was statically calibrated by injecting known volumes into 
the chamber and recording the value of the signal from the 
pressure transducer on top of the chamber. This was an iso
thermal calibration. Since the air compliance is used for a 
dynamic measurement, the effect of compression and expan
sion on temperature was taken into account. The thermal time 
constant of the air chamber was calculated to be 1.4 seconds 
for apparatus I and 0.4 seconds for apparatus II. The minimum 
frequencies used were 0.4 Hz and 3 Hz, respectively, so the 
air chamber experienced essentially adiabatic compression and 
expansion. This necessitated dividing the volume indicated by 
the static calibration by the specific heat ratio for air to correct 
to the dynamic conditions in use. 

Entrance and exit lengths ranging from 70 to 153 diameters 

OSCILLATORY 
DRIVING 

'PRESSURE 

WATER 

INLET INLET 
VALVE 

WATER 

OUTLET 

PRESSURE 
TRANSDUCERS 

Fig. 1 Water filled rigid tube test section 

were provided on each end of the test section to reduce the 
effects of the valves and fittings at each end of the tube. 

Oscillatory flow was introduced into the system through the 
side arm located near the outlet valve. The outlet valve was 
used to maintain positive pressure in the system. Some of the 
oscillatory flow escaped through the outlet valve but this had 
no effect on the measurement of oscillations in the test section, 
since the air compliance chamber was located on the opposite 
end. No net flow of water was allowed to enter through the 
oscillatory driving pressure side arm. 

The average flow rate through the test section was deter
mined by measuring the time required to capture a known 
volume of water leaving the system in a beaker. The uncertainty 
for steady (net) flow measurement was estimated to be ±2.5 
percent. The volume transducer and pressure transducers were 
calibrated at the beginning of each test. 

Steady Flow Resistance Measurements and Results 
The steady flow resistance measurements were accomplished 

using apparatus I. A constant pressure of 414,000 Pa (60 psi) 
was maintained upstream of the inlet valve by a Tuthill® gear 
pump with an internal bypass pressure relief. The oscillatory 
flow was generated by a motor driven crank and piston pro
vided with a compliance chamber to remove high frequency 
harmonics. A measured frequency response curve for the os
cillatory driving system showed one secondary harmonic with 
twice the frequency and approximately 0.001 of the amplitude 
of the primary harmonic. 

The air compliance chamber was a 9.5 cm diameter plexiglas 
cylinder with a piezoresistive pressure transducer mounted at 
the top. The precision limit for oscillatory flow measurements 
was estimated to be ±0.1 percent with ±10 percent bias for 
an uncertainty of ± 10 percent. 

The test section consisted of a 3 m length of 8.16 mm di
ameter copper refrigeration pipe with a 1.25 m entrance length 
on each end. Piezoresistive pressure transducer systems with 
sensitivities of 533 Pa/Volt were placed at the beginning and 
end of the test section. Since only the average pressures were 
of interest in this series of tests, the outputs of these transducers 
were low pass filtered at a cut-off frequency of 0.1 Hz. 

The transducer output data were collected with an IBM 
DACA 12 bit A/D board. The precision of the pressure read
ings was estimated to be ±1.0 Pa with a bias limit of ±4.9 
Pa which produced an uncertainty of ±5.0 Pa. 

Data were sampled at 20 Hz for 25.6 seconds and stored in 
binary files. These files were translated into ASCII and ana
lyzed by a Microsoft QuickBASIC program to determine peak 
flow rate, steady flow rate, frequency of oscillation and average 
pressures at each end of the test section. 

The maximum Reynold's number was calculated as: 

2[fttd+lgoscl] 
Re„ 

where IQ0SCI is the amplitude of oscillatory flow rate. 

(17) 
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Table 1 Range of values used for steady flow resistance meas
urements §8 

Variable 

Frequency 
2sld 

Qosc/Qstd 
Re 

a 

Minimum value 

0 
1 .8xl(T 7 

0 
46 
0 

Maximum value 

1.26 
l x l O " 5 

74.9 
3737 
12.2 

Units 

Hz 
mVs 
None 
None 
None 

P 7 ' 
£ 6 ' 

<" r-

o 5 -
0 

-4— , 

The steady flow resistance was calculated from the average 
flow rate and the average pressure drop 

-KstH — 
P^-P^ 

(18) 

where P{ and P2 are the averages of pressures Pi and P2. 
A total of 484 data points were taken for steady flow re

sistance measurements over the ranges shown in Table 1. 
A plot of dimensioniess resistance for all of the steady flow 

resistance measurements is shown in Fig. 2. 
The results shown in Fig. 2 give no significant indication of 

the onset of turbulence below a maximum Reynold's number 
of 2000. In the remaining results only those data points for 
which maximum Reynold's number is less than 2000 were Used 
to ensure laminar flow. The experimental uncertainty of the 
data shown in Fig. 2. using only those data with Reynold's 
number below 2000 was found to be ±0.62. 

The relationship between dimensioniess steady flow resist
ance and flow ratio is shown in Fig. 3. 

The experimental uncertainty of the data in Fig. 3 was found 
to be ±0.42. Figure 3 shows a slight increase in steady flow 
resistance with flow ratio. If this increase were caused by sec
ondary flows generated by the oscillations, then the resistance 
of approximately two thirds of the points should have increased 
by a factor of 2.7 to 4.6 by the time the flow ratio reached 5. 
This is based on the correction factor published by Donovan 
et al. (1991) which requires a multiplier on viscosity of 2.7 and 
4.6 for a of 3.5 and 12, respectively. These are the values of 
a about which most of the steady flow resistance data are 
grouped. The most probable cause of the increase in resistance 
with flow ratio is the slight disturbance caused by the pressure 
taps at each end of the test section which add small entrance 
and exit losses as resistances proportional to flow rate. The 
oscillatory frequency was found to have a negligible effect on 
dimensioniess steady flow resistance. 

Total Resistance Measurements and Results 
Two series of total resistance measurements were made using 

apparatus I and II, respectively. In the first series, in which 
apparatus II was used, a constant pressure of 689,000 Pa (100 
psi) was maintained upstream of the inlet valve by the labo
ratory water supply system. A compliance air volume of ap
proximately 4 liters in the supply line filtered minor pressure 
variations from the supply. The oscillatory flow was generated 
by a solenoid valve-controlled air supply driving a water filled 
U tube with air at each end. The driving air was restricted by 
a valve so the U tube was driven by a triangular pressure wave. 
The frequency of the driving pressure was determined by a 
function generator which operated the valve. For each fre
quency, the mass of water in the U tube was adjusted to 
resonance, which provided a sinusoidal pressure to the oscil
latory driving pressure side arm of the test system. The average 
standard deviation of the pressure signal from a pure sine wave 
for this series of tests was found to be 4.8 percent of the 
oscillatory pressure amplitude. 

The air compliance chamber was a 2 cm diameter plexiglas 
cylinder with a Microswitch PK236PC piezoresistive bridge 
pressure transducer mounted at the top. The precision limit 
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w 
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2000 
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Fig. 2 Variation of dimensioniess steady flow resistance with maxi
mum Reynolds number 

5 10 15 
Flow Ratio (Qosc/Qstd) 

20 

Fig. 3 Variation of dimensioniess steady laminar flow resistance with 
flow ratio 

for measurement of oscillatory flow rate was estimated to be 
±0.1 percent with ±10 percent bias, resulting in an uncertainty 
of ± 10 percent. 

The test section consisted of two different tubes. The first 
was a 2.02 m length of 4.57 mm diameter aluminum tubing 
with entrance and exit lengths of 0.5 m on each end. The second 
was a 2.22 m length of 7.1 mm diameter aluminum tubing with 
entrance and exit lengths of 0.5 m on each end. Microswitch 
PK236PC piezoresistive bridge pressure transducers were placed 
at the beginning and end of the test section. 

Transducer outputs were collected with an Apple He com
puter using an A/D system with 12 bit precision and a sampling 
rate of 406 samples per second. The precision of these pressure 
readings was estimated to be ±7.4 Pa with bias limit of ±350 
Pa due to drift. The uncertainty of these readings was ±350 
Pa. 

Data were collected over two complete cycles and stored on 
disk files in ASCII. The files were transferred to an IBM 
compatible disk and analyzed by a Microsoft QuickBASIC 
program. A gradient search optimization technique was used 
to perform a least squares fit of sine wave equations to the 
volume and pressure data. The resulting equations were of the 
form 

Pi = Cism(wt + Ai)+Bi 

P2 = C2 sin {<x>t + A2) +B2 

V= C3 sin (wt + A3)+Bi 

(19) 

(20) 

(21) 
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Table 2 Range of values used for total flow resistance 
measurements 

Variable Minimum value Maximum value Units 
"requency 

estd 
Qosc/Qstd 

Re 
J v vmax 

a 

0.47 
1.27x10 

0.16 
98 

7.4 

6.77 
4 .3x10" 

55.8 
. 1554 

28.0 

Hz 
m3/s 
None 
None 
None 

The equation for the oscillatory driving pressure was deter
mined from Eqs. (19) and (20) to be 

P\-P2^A0SCsm{wt + d)+Asii (22) 

where Aosc, d and ^4s,d are defined by the equations 

A = C[COS (A^ -C 2 cos (A2) 

B = Clsm(Al)-C2sm(A2) 

.-yf. Az + B2 

B\ 
6 = arctan 

AstA =B\ — B-> 

The equation for the oscillatory flow rate was determined 
from Eq. (21) to be 

Qosc=-wCiCOs(ut + A3) (23) 

The total flow rate is the sum of the oscillatory and steady 
components of flow as shown in Eq. (15). 

The oscillatory resistance was calculated by substituting Eq. 
(23) into Eq. (11) and performing the indicated operations. 
The resulting equation is 

-*^osc 
wC, 

(24) 

The steady flow resistance was calculated by the equation 

Rstit —" 
A st 

:Qst 
(25) 

The total resistance was calculated by using Eq. (15) to de
termine the equation for total flow rate, substituting the total 
flow rate equation into Eq. (16) and performing the indicated 
operations. The result is 

^ t o t = " 
-^oSCC3sin(e-/43)+2^s tdQs td/co 

uC3
2 + 2(2std/« 

(26) 

A total of 70 data points were taken for total flow resistance 
measurements using apparatus II. 

Apparatus I was used in the second series of total resistance 
measurements. The low-pass filter was removed from the pres
sure transducer to allow measurement of oscillatory signals, 
and the system operated as described in the section on steady 
flow resistance measurements. The sampling rate was increased 
to 50 Hz. The analysis was accomplished as with apparatus 
II. A total of 109 data points were taken for total flow re
sistance measurements in the series using apparatus I. 

The ranges of values for the total flow resistance measure
ments are shown in Table 2. 

Total flow experimental resistances are compared to the 
analytically predicted curve in Fig. 4. The values of Rm and 
Rosc were determined from the experimental data while i?iam 

was calculated using Eq. (14). 
The uncertainty of the experimental results shown in Fig. 4 

is ±0 .1 . Figure 4 verifies that the total resistance relationship 
predicted by the mathematical analysis is followed by the ex
perimental data. 

The effect of oscillatory frequency on dimensionless oscil
latory resistance compared to the dimensionless resistance re-
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Fig. 5 Dimensionless oscillatory resistance compared to data and cor
relation from Donovan et al. (1991) 

suits and correlation for pure oscillatory flow published by 
Donovan et al. (1991) is shown in Fig. 5. 

The experimental uncertainty of the results shown in Fig. 5 
is ±60 percent. The oscillatory resistances calculated using the 
results from apparatus II agree with the experimental curve 
determined by Donovan et al. (1991), as shown in Fig. 5. The 
same result is obtained with about one third of the data from 
apparatus I. The remaining results from apparatus I indicate 
oscillatory resistance higher than predicted by the correlation. 
When compared to all of the experimental data presented by 
Donovan et al., the results from apparatus I fall only slightly 
outside their experimental scatter. 

The analytical curve presented in Fig. 4 is represented by 
the equation 

( • R t o t ~ ^ l a m ) 

\ -"osc~~- 'Mam) 

Qstd 

2 + 
Gstd 

± 0 . 0 0 8 (27) 

The dimensionless resistance curve presented in Fig. 5 can 
be used to determine the oscillatory resistance as a function 
of a for pulsatile flow, and is represented by the equation 

Rn 1 
= +0.166a149 ± 6 percent 

Rhm 1 +0.25a1 

This equation is applicable for a between 0 and 1000. 

(28) 

520 / Vol. 116, SEPTEMBER 1994 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Discussion of Uncertainty Calculations 
The experimental uncertainties stated for quantities plotted 

in Figs. 2 through 5 were determined by calculating the stand
ard deviation of the dependent variable relative to the linear 
regression line (Figs. 2 and 3) or relative to the analytical curve 
(Figs. 4 and 5), and doubling the standard deviation to obtain 
the uncertainty at a confidence level of 95 percent. The un
certainties of the predicted curves as represented by Eqs. (27) 
and (28) were calculated by applying the central limit theorem 
to determine the standard deviations of the estimation of the 
population means, represented by the equations, and multi
plying the standard deviations by 2 to obtain the uncertainties 
at confidence levels of 95 percent. 

Conclusions 
The following conclusions were reached concerning pulsatile 

laminar flow of incompressible fluids in rigid circular tubes: 

1. Flow oscillation has no significant effect on the average 
resistance defined as the average pressure drop divided by the 
average flow rate. This was verified by the experimental results 
for flow ratios from 0 to 8. 

2. The total fluid resistance changes from the fully devel
oped laminar flow resistance at very low flow ratios to the 
pure oscillatory resistance at high flow ratios. The transition 
is about 89 percent complete at a flow ratio of 4, as shown in 
Fig. 4. 

3. The total fluid resistance can be calculated by the fol
lowing procedure: 

(a) Calculate the laminar flow resistance (Ri3m) from 
Poiseuille's law (presented in Eq. (14)). 

(b) Calculate the value of a using Eq. (1). 
(c) Use Eq. (28) and the laminar flow resistance value 

to calculate the oscillatory resistance (Rosc). 
{d) Calculate the total resistance (Rtot) using Eq. (27) 

and the values of laminar flow resistance and os
cillatory resistance determined in steps a and c. 
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Performance of S-Cambered 
Profiles With Cut-Off Trailing 
Edges 
The aerodynamic characteristics of an S-cambered profile are studied under forward 
and reversed flow conditions. The profile chord is cut by 3, 6, and 9 percent of the 
chord at the sharp trailing edge end and the performances of these profiles are 
compared. It is found that with increase in length of cutting the lift coefficient 
increases in forward direction and decreases in reverse direction of flow. Cutting 
off the sharp trailing edge improves the lift-drag characteristics in forward mode 
and deteriorates in the reverse mode. 

I Introduction 
In tidal power plants, an axial flow hydraulic machine under

goes turbining as well as pumping operations in forward and 
reverse directions of flow. A single machine which can work 
as a turbine and as a pump in both the directions of flow is 
known as Fully Reversible Pump-turbine. Many investigators 
(Kar, 1962; Kelly, 1970; Anton et al., 1977) have studied the 
possibility of using a single cambered blade profile for a Fully 
Reversible Axial Pump-turbine runner. When such a profile 
is used for the Fully Reversible Axial Pump-turbine, the runner 
blades need to be rotated through about 180 deg so that the 
leading edge faces the flow during the reverse mode of oper
ation also. If this rotation is not effected the efficiency in the 
reverse mode would be very low. These difficulties were over
come by using double cambered S-profile blades (Ravindran 
and Radha Krishna, 1979, 1979a; La Ranee 1966; Alexsapolski 
et al., 1972; Ren, 1984). However, the available aerodynamic 
data on such profiles is inadequate for the design of runners 
using profiles of this kind. Further, moderately thick trailing 
edge is desirable from the point of view of reduced erosion of 
blade trailing edge. Hence aerofoils with varying amounts of 
cut-off at the trailing edge are studied in this investigation. 

Some information is available on the effects of blunt trailing 
edge on the aerodynamic characteristics of conventional aero
foils (Smith and Schaefer, 1950; Hoerner, 1975; Ramjee et al., 
1986). However, such information is not available on S-profile 
blades which is needed to support a better design of Fully 
Reversible Axial Pump-turbine, Smith and Schaefer (1950) 
have measured lift, drag and pitching moments characteristics 
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of three aerofoil sections formed by cutting 1.5, 4, and 12.5 
percent of the original chord from the trailing edge of NACA 
0012 aerofoil section. Their results indicate that as the length 
of cut at trailing edge end increases, there is little change in 
the maximum lift coefficient, but drag increases. Hoerner (1975) 
found that a 40 percent thick aerofoil with an aspect ratio 4 
gives increased lift coefficient with blunt trailing edge com
pared to the profile with sharp trailing edge. Experimental and 
theoretical investigations of Ramjee et al. (1986) on NACA 
0012 aerofoil section showed that maximum lift coefficient 
and the slope of the lift curve are slightly higher for wings 
with blunt trailing edge as compared to the wing with sharp 
trailing edge. 

The results of an experimental study on the effect of trailing 
edge cutting off on the aerodynamic performance of lightly 
cambered S-profiles are reported in this paper. Experiments 
were carried out for both forward and reversed flow condi
tions. 

II Test-Setup and Experimentation 

Wind Tunnel. All the experiments reported in this paper 
were carried out in the low speed wind tunnel facility available 
at the Aerospace Engineering Department, I. I. T., Madras 
(Fig. 1). It is an open circuit suction type wind tunnel having 
700 x 1000 mm test suction. The free-stream velocity at the test 
section was kept at about 34 m/s during the experiments. 

Details of the Profiles. The profile under investigation is 
obtained by combining an 'S' shaped camber line and G6775 
thickness distribution. The S-shaped camber line consists of 
two symmetrical parabolas having maximum cambers of 2.5 
percent chord. The choice of maximum camber is based on 
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AU dimensions a r e in mm 

S c a l e : NTS 

Fig. 1 Low turbulence subsonic wind tunnel 

Vt(max) =6.5mm 

—| {--6 mm 

Fig. 2 Profiles with cut-off trailing edge 

Radha Krishna et al.'s (1979) investigation which showed that 
a maximum camber of 2.5 percent of chord gave an optimum 
performance for tidal plant applications. G6775 thickness dis
tribution has been chosen as it has a smooth potential flow 
velocity distribution which is favorable to reduce the chance 
of occurrence of cavitation. The profile has a chord of 100 
mm and maximum thickness ratio of 6.5 percent. These values 
are typical of low head model turbine runners (Suryanaray-
anan, 1981). 

Fabrication of Blades. Eight blades of 400 mm span and 
100 mm chord length were die-moulded using fibre glass rein
forced plastic material. Later, pairs of 400 mm long blades 
were carefully joined to get four 800 mm span blades. 24 
stainless steel tubes of diameter 0.8 mm were embedded inside 
the blades while casting. Along the central region of the blade 

Fig. 3 Profile in reverse mode 
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Fig. 4 Cp distribution at a = 6 deg for uncut profile (Uncertainty in Cp = 3.3 
percent 20:1 odd) 

span, 0.5 mm diameter pressure tappings were drilled normal 
to the blade surface. Trailing edges of three blades were cut 
by 3, 6, and 9 percent of the original chord length and rounded 
off to obtain three new profiles as shown in Figs. 2(b) to 2(d). 

Nomenclature 

c = profile chord 
Cd = profile drag coefficient 
C[ = profile lift coefficient 
C„ = coefficient of pressure 

p - static pressure 
p„ = free-stream static pressure 
Re = Reynolds number 
U = free-stream velocity 

a = angle of attack 
aoi = zero-lift angle 

v = kinematic viscosity 
p = density of air 
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Fig. 5 Lift and drag characteristics of the uncut profile in forward mode 

Table 1 Comparison of profiles in forward mode Table 2 Comparison of profiles in reverse mode 
Cut length %c 
dCx/da 
Q 

"staii'deg 
(Cj/C^Jmax 

0 
0.1043 
0.90 
0.0135 

11.5 
43 

3 
0.1121 
0.85 
0.0135 

10.5 
47 

6 
0.1086 
0.90 
0.0165 

10.5 
43 

9 
0.1133 
0.85 
0.0175 
9.5 

44 

Cut length °/oc 
dCi/dct' 

astaii'deg 
(C1/Crf)raax 

0 
0.1094 
0.84 
0.0210 
9.0 

17 

3 
0.1208 
0.76 
0.0210 
9.0 

17.5 

6 
0.1320 
0.73 
0.0210 
8.5 

17.0 

9 
0.1216 
0.69 
0.0180 
8.5 

13 
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V 9V. cut 
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Fig. 6 Effect of cutting off trailing edge on the lift characteristics of 
the profile in forward mode 
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Fig. 7 Effect of cutting off trailing on the drag polar of the profile in 
the forward mode 

Experimentation. The blade of span 800 mm was fixed 
between two Aluminium disks mounted on the side walls of 
the 700 mm wide wind tunnel test section. The extra length of 
the blade was allowed to protrude outside the test section and 
the ends were carefully sealed. The discs could be rotated to 
provide the required angle of attack which was varied from 
— 8 to +12 deg at intervals of 2 deg. The surface static pressure, 
p was measured using micromanometer along with a scanning 
box made by M/s Furness Controls, U.K. The free-stream 
total and static pressures were measured using a pitot static 
tube. The velocity inside the tunnel was kept constant at 34 
m/s throughout the experiments. The Reynolds number, 
(Re = U'C/v), during the experiments was 2.2 x 105, where U 
is the free-stream velocity, c is the chord length, and v is the 
kinematic viscosity of air. It may be added that in practical 

turbomachine applications the Reynolds number based on the 
blade chord is below 5 X 105 and that there is no influence of 
Reynolds number in the range between 2xl05 and 5xl06 

(Rhoden, 1952; Horlock, 1958, p. 72; Gostelow, 1984, p. 27). 
Measurements in both forward and reverse flow mode were 
carried out on the surfaces of the four profiles and in the wake, 
for various angles of attack. Figure 3 shows the blade and flow 
direction in the reverse mode. The objective was to understand 
the aerodynamic characteristics of S-profile with progressive 
cutting of the trailing edge kept in both directions of flow. 
From measured pressure distribution the pressure coefficient, 
Cp, was calculated as: 

p~l/2pU2 
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Ill Calculation of Lift and Drag Coefficients 
The lift coefficient (Cj) is generally obtained by integrating 

the distribution of pressure coefficient (Cp). In the present 
investigation, totally 24 holes are located on the upper and 
lower surfaces put together for measuring Cp. The first pressure 
tapping on the upper surface is at 3 percent of the chord and 
that on the lower surface is at 7 percent from the leading edge. 
More pressure tappings could not be accommodated in this 
region due to the thinness of the blade (6.5 percent) and small 
chord (100 mm). To carry out the integration to obtain Clt 
the pressure distribution heeds to be smoothed and extrapo
lated up to the leading and trailing edges. Following practice 
was adopted: (i) The smoothed curves for Cp were extrapolated 
to the trailing edge such that Cp is same on both upper and 
lower surfaces at the trailing edge. The value of Cp at the 
trailing edge was found to be generally between ±0.2. This 
value is close to the range of values for Cp at trailing edge 
given by Young (1989, p. 200). (ii) Near the leading edge the 
extrapolation is not so simple because Cp reaches a value of 1 
on one of the surfaces and has a minimum at the other. To 
seek some guideline from theoretical results, computations 
were done using the surface vorticity technique which treats 
the fluid as in viscid. The agreement between the theory and 
experiment was not satisfactory. Subsequently, computations 
were done using a code called SRISTI developed at National 
Aeronautical Laboratory, Bangalore, India. This code is based 
on the NCSU (North Carolina State University) code of Sme-
tana (1975). In this code, the flow past the aerofoil is computed 
using potential flow techniques and subsequently the boundary 
layer is computed using an integral method. The typical results 
for uncut profile at 6 deg angle of attack are shown in Fig. 4. 
It is noticed that though the predictions are not very good near 
the trailing edge, the calculated distribution captures the trends 
of the Cp distribution, near the leading edge region. The trends 
indicated by computed results were used to extrapolate ex
perimental Cp distribution near trailing edge. It may be added 
that the comparison was not so favorable at all angles of attack, 
but the computations did give clear indication of the trend. 
Plausible distribution of Cp which would enclose the experi
mental Cp distribution near the leading edge, were tried out 
and it was found that the uncertainty in values of C] due to 
smoothing was within ±0.03. This is indicated by error bars 
in the graphs. 

The drag coefficient was obtained using the standard tech
nique of velocity distribution in the wake behind the body. 
The measurements were done at 3 chords behind the blade, 
where the static pressure across the wake was almost uniform. 
The lift and drag coefficients for the profiles with trailing edge 
cut-off are based on the shortened chord. The angle of attack 
for these profiles is measured with respect to the modified 
chord of the cut-off profile. Typical readings of free stream 
static pressure, free-stream total pressure, and surface static 
pressure are 79±0.5 mm, 5±0.1 mm, 195±0.5 mm of water 
column below atmosphere pressure respectively. This gives an 
error of ±0.25 percent in the free-stream velocity and ±3.3 
percent in the coefficient of pressure at 20:1 odds. 

IV Results and Discussion 

Flow Over the Profiles in Forward Mode. Typical pressure 
distributions, (Cp) for the uncut profile, in the forward mode 
are shown in Fig. 4 for a = 6 deg. The aerodynamic charac
teristics (viz. variations of Cu Cd and C\/Cd with angle of 
attack) for this profile are shown in Fig. 5. For small angles 
of attack in both negative and positive directions, the lift coef
ficient varies linearly with angle of attack, with dC\/da having 
a value around 0.11 per degree (Table 1). Contrary to the case 
of conventional aerofoils for which zero-lift-angle (a0i) is neg
ative, an S-shaped profile shows a positive a01. 

"dV 

^ o 

o Uncut 
a 37. cut 
4 67. Cut 
V 97. Cut 

Fig. 8 Effect of cutting off the trailing edge on the C,ICd characteristics 
of the profile in forward mode 

The drag coefficient is fairly small and almost constant for 
a between + 2 and + 8 deg, beyond which the drag rises rapidly. 
This characteristic is similar to that of conventional aerofoils 
with small camber. 

C{ /Cd curve shows that it reaches a maximum of 43 at around 
8 deg in positive direction and attains a value of 9 at - 4 deg 
in negative direction. The variations of experimental lift coef
ficient with a for different lengths of cut are presented in Fig. 
6. At a given positive angle of attack increase in lift coefficient 
can be observed as length of the cut increases. The reason for 
this increase in lift is the removal of negative camber in rear 
portion of the profile. After cutting off the trailing edge, the 
effective camberline will have a higher positive camber in the 
first half than negative camber in the second half. Hence the 
portion which gives the negative lift is partially removed by 
cutting at the trailing edge end. Other contributing factor for 
the higher lift of the profiles with cut off trailing edge could 
be the slight increase in thickness to chord ratio of the profile. 
However the Clmax values for profiles are around 0.85. The 
values of maximum lift coefficient, Clmax, slope of lift curve 
dC\/du deg and angle of stall, astan, are presented in Table 1. 
The trend was similar to the one observed by Ramjee et al. 
for NACA 0012 aerofoil. Ramjee et al. (1986) experiments on 
NACA 0012 profile showed a decrease in the value of Clraax 
when cut-off exceeds 15 percent. However, for the present case 
with the S-profile, trailing edge cut-off more than 9 percent 
was not investigated as the Cimax for reversed flow conditions 
was found to decrease significantly with the trailing edge cut
off (Table 2). As in the case of NACA0012 profile here also 
there was a slight decrease in the value astan as the amount of 
cut increases. 

Drag characteristics for the profiles with cut-off trailing edge 
are compared in Fig. 7. For almost entire range of lift coef
ficient the profile with 3 percent cut shows almost equal drag 
coefficient as the uncut profile. The reason for this may be 
that the trailing edge separation is not influenced by small cut 
at the trailing edge. On the other hand, for the same lift coef
ficient, the profiles with 6 and 9 percent cut show slightly 
higher Cd value compared to the other profiles. However, at 
negative angles of attack the profiles with 6 and 9 percent cut
off trailing edge seem to have lesser Cd value compared to 
other profiles. 

Cx/Cd characteristics are compared for different lengths of 
cut in Fig. 8. Profiles with cut-off trailing edge are found to 
give slightly higher values of (Ci/Cd)mm and wider peaks com
pared to uncut profile. This may be because the increase in 
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Fig. 10 Effect of cutting off the trailing edge on the lift characteristics 
of the profile in reverse mode 
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Fig. 11 Effect of the cutting off the trailing edge on the drag polar of 
the profile in reverse mode 

lift coefficient is more predominant than the increase in drag 
coefficient for the profiles with trailing edge cut off. 

Flow Over the Profiles in Reverse Mode. The variations 
of C\, Cd and C\/Cd with a for uncut profile in reverse flow 
mode are shown in Fig. 9. The Ci versus a, C\ versus Cd and 
C\/Cd versus a curves for profiles with 3, 6, and 9 percent cut 
in the reverse flow mode are shown in Figs. 10, 11, and 12. 
The values of dC\/da, Clmax, Cdmm, and astall are tabulated in 
Table 2. It is seen that though dC\/da is higher in the reverse 
mode when compared to the forward mode, astaii is lower and 
hence Clmax is lower in the reverse mode. However, Cimax 
decreases as the length of cut increases. This behavior is in 
contrast to that in the forward mode where Cimax almost re
mains constant. This penalty in Cimax value for reverse mode 
is due to the reduced camber in the first half of the profile 
and it is well known that camber in the first half has strong 
influence on Cimax. Cdmin is much higher in the reverse mode 
and hence (Ci/Cd)mm is much lower. 

Conclusions -'2 ~'° ~8 "6 -' ^ ° 2 4 6 8 ,0 ,2 

GO 

Based on the above studies on the aerodynamic character- Fig. 12 Effect of cutting off the trailing edge on the CJC6 character
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edge, in forward and reversed directions of flow, the following 
conclusions can be drawn. 

1) Cutting off trailing edge can vary the aerodynamic char
acteristics of the S-profile appreciably. 

2) At low angles of attack with increase in length of cut, 
the lift coefficient increases in forward direction and decreases 
in reversed direction. However, Clmax is almost same for all 
profiles in forward mode but decreases with increase of cut in 
reverse mode. 

3) A small cut (3 percent) does not cause much variation 
to the drag coefficient of the profile in both directions. 

4) Cutting of the sharp end improves the C\/Cd charac
teristics in forward flow and deteriorates in the reverse mode. 

5) Comparing the C\/Cd values for forward and reverse 
mode for profiles with different length of cut, it is seen that 
a small cut of about 3 percent would give an overall advantage 
in the aerodynamic characteristics for both directions of flow. 
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Actively Controlled Radial Flow 
Pumping System: Manipulation of 
Spectral Content of Wakes and 
Wake-Blade Interactions 
A unique, actively controlled pumping system allows independent control of in/low 
and impeller perturbations, as well as the phase shift between them. The basic 
configurations of an impeller and an impeller-diffuser blade system have been in
vestigated, with the objective of manipulating the spectral content of the unsteadiness 
of the near-wake at the impeller discharge. Substantial alteration of the discrete 
spectral components can be attained. A central feature is the generation of a number 
of nonlinear interaction components, corresponding to sum and difference fre
quencies, of the forcing- and blade passing-frequencies and their harmonics. With 
proper choice of perturbation conditions, it is possible to attenuate the inflow 
perturbation, as well as to alter the magnitudes of the blade passing component and 
its harmonics. 

1 Introduction 
Unsteadiness past blade arrays in rotating machines is of 

central importance. It can arise from unsteady inlet conditions 
or from the existence of upstream blading. For rotating ma
chines of the axial flow type, a wide variety of investigations 
have addressed unsteady loading on blading. Experimental 
studies of Dring et al. (1982), Franke and Henderson (1979), 
and Gallus et al. (1980) assess the two major types of contri
butions to the blade loading: potential flow distortion; and 
impingement of the wake upon the blade. A possibility for 
reducing the noise level involves use of a "wake canceling" 
effect between successive rows of blades, as addressed by 
Walker and Oliver (1972). On the theoretical side, Kemp and 
Sears (1953, 1955) originally addressed the loading on thin 
airfoils with small turning by use of linearized potential flow 
techniques. Subsequent investigations, such as those of Hor-
lock (1968) and Naumann and Yeh (1973) characterize, re
spectively, the effects of simultaneous transverse and chordwise 
gusts upon the blading and the effects of blade camber. Un
steady loading arising from purely potential flow distortion, 
fully accounting for finite thickness and turning of the blades, 
has been addressed by Parker and Watson (1972) and Casper 
et al. (1980), and the extensive range of studies cited therein. 
Rotating machines of the radial or centrifugal flow class typ
ically exhibit more complex flow behavior than that occurring 
in axial flow machines. Nevertheless, flow-blade interactions 
analogous to those of the axial flow category can be present. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
September 28, 1992; revised manuscript received February 23, 1994. Associate 
Technical Editor: N. A. Cumpsty. 

Cumpsty (1977) characterizes a range of unresolved issues in
herent to the category of radial flow machines. 

In radial flow machines, the spacing between the impeller 
and (stationary) diffuser blading is typically small, providing 
the potential for generation of large-amplitude pressure fluc
tuations. Arndt et al. (1989, 1990) determined the large-am
plitude pressure and lift fluctuations in a diffuser pump due 
to impeller blade-diffuser blade interactions. For volute pumps 
and centrifugal blowers, no stationary diffuser (stator) vanes 
are present. However, the existence of the rotating impeller in 
presence of the tongue (or cutoff or cutwater) is a major source 
of noise generation. Embleton (1963), Simpson et al. (1967), 
and Blake (1986) address several aspects of noise generation 
from this class of machines. Several types of geometrical mod
ifications are suggested by Neise (1976, 1982) for attenuation 
of the discrete and broadband noise. The complex flow patterns 
that can occur in these types of radial flow systems have been 
revealed by Inoue and Cumpsty (1984) with hot wire and sur
face pressure measurements, by Paone et al. (1989), Dong et 
al. (1992a,b), and Akin and Rockwell (1992) using whole field 
measurement techniques and by Elholm et al. (1992) via flow 
visualization complemented with laser anemometry. 

In rotating machines, global instabilities can occur on a scale 
larger than the instabilities associated with a single blade. Ex
amples include impeller rotating stall, diffuser instability, and 
surge. The many features of these complex phenomena are 
assessed by Abdelhamid et al. (1979), Frigne and Van den 
Braembussche (1984), Kinoshita and Senoo (1988), and Otugen 
and Hwang (1988). 

Unsteadiness of the inflow is, of course, expected to influ
ence the overall dynamic performance characteristics of a ra-
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dial flow machine. Anderson et al. (1971) have determined the 
overall resistance and inertness of a radial-bladed centrifugal 
pump subjected to sinusoidal fluctuations of the flow rate. 
Fanelli (1972) formulates a model for determining the internal 
impedance of a hydraulic machine in the presence of unsteady 
throughflow. Such a framework, when combined with knowl
edge of the complex types of unsteadiness in a machine, can 
provide a unified basis for analysis. 

The issue arises as to whether it is possible to manipulate 
the spectral content of fluctuations occurring in rotating ma
chinery by imposing perturbations on the nominally-steady 
inflow, the impeller, or a combination of them. In a practical 
sense, in contrast to inflow perturbation, significant pertur
bations of the impeller rotation rate are unlikely to occur. 
Nevertheless, the aim of the present study is to gain insight 
into flow control concepts; the simultaneous existence of in
flow and impeller perturbations allows a phase shift between 
them, and a study of the general theme of phase-shifting con
cepts. Using different approaches, other investigators have 
demonstrated the success of controlling instabilities in axial 
and radial flow machines. In these studies, emphasis has been 
on the control of surge-type instabilities, as addressed by Pins-
ley (1988) and Huang (1988), and rotating-stall instabilities, 
described by Dugundji et al. (1989). These observations suggest 
that the flow structure in radial flow machines may be sus
ceptible to control. In the present study, the active control is 
of the open-loop (non-feedback) type. If the nature of the 
unsteadiness can be modified using the approaches described 
in this study, then equivalent or analogous techniques may be 
employed in practice in order to minimize flow-induced loading 
and noise generation. 

The objective of this investigation is to determine the re
sponse of the flow through a free impeller and an impeller-
diffuser blade system, typical of the configurations employed 
in radial flow pumping systems. The overall goal is to determine 
the degree to which the spectral content of the impeller wake 
can be controlled for cases with and without a stationary dif-
fuser blade. Of particular interest is the possible generation of 
nonlinear interaction components in the wake spectra, along 
with possible attentuation of the inflow perturbation com
ponent as well as the blade passing component, and the con
sequence of the spectral alterations in relation to the broadband 
(background) level of the flow fluctuations. 

2 Experimental System and Techniques 
A transparent, actively controlled rotating machine was em

ployed, in order to facilitate optically based measurements of 
the velocity field. Figure 1 is an overview of the system. The 
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Fig. 1 Overview of transparent, actively controlled rotating machine 

inflow was controlled by the motion of the piston within the 
duct; various combinations of mean and perturbed flow could 
be generated by programming the Compumotor at the end of 
the drive train. Likewise, the rate of rotation of the impeller, 
consisting of mean and perturbation components, could be 
controlled by the Compumotor mounted on top of the res
ervoir. The impeller, shown in Figs. 2(a) and 2(b), as well as 
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Fig. 2(a) Detailed dimensions of the six-bladed impeller, side view 

Fig. 2(b) Detailed dimensions of the impeller, plan view 

the diffuser walls and diffuser blade (not shown) were ma
chined from Plexiglas, making the system fully transparent. 
Full details of the system design are given by Akin (1991). The 
internal diameter and the length of the piston were 229 mm 
and 813 mm, respectively. For the experiments described herein, 
the ranges of operating conditions were as follows. The ro
tation rate 0 of the impeller was varied over the range 
0.5 < Q < 1.7 rev/s, and correspondingly the_tangential velocity 
V; of the impeller over values 0.27 m/s< F,<0.92 m/s. The 
inflow_velocity Vp at the eye of the impeller was in the range 
0.1 < Vp<0.2 m/s. Perturbation levels of the infk>w_and im
peller could be adjusted within the ranges of 0.05 <VP/ Vp < 0.30 
and 0.05< F,/F,<0.30 by programming the respective Com-
pumotors. Since the system was operated in a blowdown mode, 
it was necessary to allow a minimum number of impeller ro
tations before a stationary response was attained. Extensive 

study of velocity records showed that a criterion of nine ro
tations, corresponding to 54 blade passings, was adequate. 

Cross-sectional and plan views of the six-bladed impeller are 
shown in Figs. 2(a) and 2(b). Blades were constructed by the 
Single Arc Method (Lazarkiewicz and Troskolanski, 1965) with 
constant thickness from the leading- to the trailing-edge. The 
inlet and discharge blade angles, fl\ and /32 are (3 = 20 deg and 
fo = 27 deg. 

Velocity measurements were performed at the impeller outlet 
using a laser-Doppler anemometer (LDA) described in detail 
by Akin (1991). The control volume of the LDA was positioned 
at the midspan of the diffuser discharge and at the radial 
locations described in the subsequent text. The region of pri
mary interest was the near-wake of the impeller, where am
plification of fluctuations and generation of sum and difference 
frequencies occurs. Movement of the LDA control volume to 
different locations, extending over radial distances of the order 
of the trailing-edge thickness of the impeller, showed the same 
general form of velocity spectra. The same predominant peaks 
were present, but their relative amplitudes were altered. At 
large distances, secondary spectral peaks were rapidly atten
uated due to turbulent mixing. 

Spectra of the velocity fluctuations were obtained using a 
data acquisition and processing system based on the laboratory 
microcomputer, as described by Akin (1991). The analog signal 
from the counter processor was employed to filter frequencies 
above the Nyquist frequency, which was 50 Hz. This corre
sponded to a sampling frequency A/= 100 Hz and a sampling 
time A? = 0.01 s. For each set of acquired data, this corre
sponded to approximately 61 to 208 passages of the impeller 
blade. Moreover, each spectrum obtained using this sampling 
was averaged together with 12 other spectra to provide, in 
effect, an averaging over a total of 732 to 2496 passages of 
the impeller blade. 

3 Response to Imposed Forcing: Generation of Mul
tiple Spectral Components in Wake of Free Impeller 

The unsteady velocity was measured at the discharge of the 
free impeller for various types of unsteady inflow and impeller 
perturbation conditions. These perturbations were imposed 
using the techniques described in Section 2. The principal classes 
of forcing involved: controlled perturbations of the inflow 
velocity Vp at a frequency//?; simultaneous perturbations of 
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Fig. 3 Generation of modulated spectral components of flow struc
ture—hypothesized mechanisms 

the inflow Vp and impeller tangential velocity Vt at frequency 
fF with zero phase shift between them, referred to as a syn
chronized condition; and simultaneous forcing of the inflow 
Vp and impeller velocities V-, with variable phase shift \l/ip be
tween them. 

The unsteady velocity fluctuation in the tangential direction 
was characterized at a location immediately outside the im
peller discharge, corresponding to e/r, = 0.037 in which r{ is 
the radius of the impeller. In all experiments, the flow coef
ficient * was maintained at a value of $ = 0.111, corresponding 
to an inlet velocity Vp = 0.2 m/s at the entrance of the impeller 
and a rotational speed of the impeller of 1.7 rev/s correspond
ing to a blade passing frequency fBP = 10.2 Hz. The amplitude 
of the inlet flow perturbation was in the range of 0.05 s Vp/ 
Vp<0.30. Unless otherwise noted, all forcing conditions de
scribed in the following correspond to the highest amplitude 
V V > 0 . 3 0 . 

3.1 Overview of Concepts of Manipulating Spectral Re
sponse. In order to provide a framework for the manipu
lations of the spectral content of the velocity fluctuations to 
be described in the figures that follow, it is insightful to con
sider simplified interpretations of the velocity fluctuations at 
the fixed location of measurement, as described in the sche
matic of Fig. 3. These concepts hold irrespective of whether 
or not a diffuser blade is in place. (In the first series of ex
periments, it is not in place; in the second, it is.) The inflow 
perturbation at frequency//? and period l//> enters the eye 
of the impeller as represented in the left schematic. At the 
discharge of the impeller, represented by the point immediately 
to the right of the impeller blade tip in the right-hand schematic, 
the period of the detected fluctuation can be expected to be 
the inverse of the blade passing frequency, i.e., \/fBP, if the 
inflow perturbation is not applied, i.e., if fF =0. Of course, 
in the actual flow, spectral analysis of the fluctuation at this 
location will show not only the component fBp but also its 
higher harmonics 2fBP, 3/fiP, and so on. Now if the inflow 
perturbation is applied dXfF , then, in a strictly linear sense, 
the velocity fluctuation at the fixed location indicated in Fig. 
3 can be expected to exhibit a difference frequency component 
/F -/BP- In the presence of higher amplitude and nonlinear 
effects, the nonlinear harmonic components of this difference 
frequency will be present. Depending upon the phase coherence 
between the components fF and fBP, as well as between the 
harmonics offF andfBP, it may be possible to generate a large 
number of nonlinear difference components having the form 
of, for example, infF + nfBP where ij is an integer. We therefore 
have, on the basis of relatively simple reasoning, grounds for 
expecting generation of a variety of spectral peaks, traceable 
to a basic concept of difference frequency. 

Even for simple flow configurations such as the separation 
of a shear layer from a trailing-edge (Miksad, 1972, 1973), it 
is possible to generate a variety of sum and/or difference 
frequency components when two different frequencies are ap
plied to the shear layer from two different perturbations (loud-

Fig. 4(a, b, c) Spectrum of velocity fluctuations for active control in 
the form of inlet flow perturbations with an amplitude of 30 percent 
where the ratio of the forcing frequency to the blade passing frequency 
is: (a) 0.196, (b) 0.78, and (c) 0.88 

speaker) systems. The occurrence of possible sum/difference 
frequencies depends upon the phase coherence between the 
various spectral components. In self-excited systems, such as 
the impingement of a shear layer on the downstream corner 
of a cavity (Knisely and Rockwell, 1982), analogous sum and 
difference frequency components arise. Miksad (1973) and 
Knisely and Rockwell (1982) have demonstrated the essential 
feature of phase coherence between the interacting spectral 
components using bicoherence concepts. These concepts of 
nonlinear interaction are expected to apply to the present con
figuration; the occurrence of unsteady separated flow not only 
in the wake of the impeller blade, but also within the impeller, 
provides the possibility for a rich variety of interaction phe
nomena. 

3.2 Effect of Inflow Perturbations. The first type of con
trol perturbation involves forced unsteadiness of the inlet flow 
at a constant (steady) rotation rate of the impeller, In absence 
of the applied perturbation (not shown), only the blade pass
ing frequency fBP and its higher harmonics 2fBP and 3fBP are 
present. The degree to which these inherent blade passing com
ponents are matched to, or interact with, the imposed pertur
bation are expected to influence the extent to which the spectrum 
can be manipulated. 
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Fig. 5 Spectrum of velocity fluctuations for: active control in the form 
of: (a) inlet flow perturbations with an amplitude of 30 percent where 
the ratio of the forcing frequency to the blade passing frequency is 0.39, 
(b) simultaneous forcing of the impeller with an amplitude of 10 percent, 
and (c) simultaneous forcing of the impeller with an amplitude of 30 
percent 

As shown in Fig. 4(c), forcing the inlet flow at a frequency 
°f IF //kp = 0.196 produces a predominant component in the 
spectrum at the forcing frequency//?; the only other indications 
of the forcing correspond to its first harmonic 2fF and to its 
sum and difference frequencies with the second harmonic of 
the blade passing frequency, i.e., 2fBP±fF. An increase of the 
forcing frequency to a value of fF /fBP = 0.18 produces, as 
illustrated in Fig. 4(b), the remarkable result of complete at
tenuation of the spectral component at the forcing frequency 
fF. Remaining are the difference frequency components be
tween the blade passing and forcing frequencies. Pronounced 
sum and different interaction components with the second, 
third, and fourth harmonics of the blade passing frequency 
are also evident. This suppression of the component at the 
forcing frequency fF persists to higher values of excitation 
frequency fF — 0.88, as illustrated in Fig. 4(c). Again, suppres
sion is achieved at the expense of introducing nonlinear in
teraction components corresponding to sum and difference 
frequencies of the higher harmonics of the blade-passing fre
quency and the forcing frequency. The suppression of the 
component fF may be related to the concept of coalescence of 
frequencies in globally unstable wake systems, one correspond
ing to the forcing component, and the other to a self-excited 
component (Staubli and Rockwell, 1987). 

Viewing the spectra of Fig. 4 as a whole, and comparing the 
broadband background level of the fluctuations, the imposed 
perturbations produce no significant change in the broadband 
content. Therefore, we conclude that the effect of the imposed 
perturbations is to cause a redistribution of energy among 
discrete spectral components. In fact, in those cases where the 

component at the forcing frequency fF is attentuated, the num
ber of higher order spectral peaks associated with nonlinear 
interactions increases. 

3.3 Effect of Simultaneous Inflow and Impeller Pertur
bations. As illustrated in the foregoing, it is possible to at
tenuate the component at the forcing frequency fF provided 
the value of fF is of the order of 80 percent or more of the 
blade passing frequency fBP. This type of attentuation can be 
achieved at considerably lower values of forcing frequency by 
simultaneous excitation of the impeller, as illustrated in Fig. 
5. In these cases, the impeller perturbation is represented by 
perturbations of its tangential velocity V-, at the same frequency 
as the inlet flow perturbations Vp. In all cases, there is zero 
phase shift between these two types of perturbations; in other 
words, they are synchronized. At the lower value of impeller 
perturbation amplitude, represented by Fig. 5(b), the peak at 
the forcing frequency fF is reduced by about one order of 
magnitude relative to the case of no impeller perturbation 
shown in Fig. 5(a). An increase in the amplitude of the impeller 
perturbation, represented by Fig. 5(c) produces large ampli
tudes at the forcing frequency fF. Akin (1991) considers in 
detail the decrease, then increase, of the component at//? over 
a range of perturbation amplitude and finds complete atten
uation of the forcing component fF for a dimensionless impeller 
perturbation amplitude J7/J'} = 0.08. Furthermore, as is evi
dent by comparing Fig. 5(c) with 5(b), the increase in ampli
tude of component/F is accompanied by a substantial decrease 
in the amplitude of the component fBP. Apparently, the large 
amplitude tangential velocity perturbation imposed by the im
peller overwhelms the velocity perturbation induced by the 
blade passing. 

3.4 Effect of Simultaneous Inflow and Impeller Pertur
bations With Variable Phase Angle Between Them. The ef
fect of varying the phase angle between the inflow and impeller 
perturbations is shown in Fig. 6. As a reference, the case of 
no applied perturbation is shown in Fig. 6(a). The predomi
nance of the blade passing frequency fBP and its higher har
monics nfBP is clearly evident. Figure 6(b) represents the case 
of an inflow perturbation, but with no impeller perturbation 
other than the component at the forcing frequency fF and its 
harmonic 2fF; there are only two identifiable peaks, which are 
due to nonlinear interaction. Figure 6c shows the case of per
turbations of both the inflow and the impeller, with zero phase 
shift \pip = 0 between them, corresponding to synchronized ex
citation. The nonlinear interaction peaks correspond to dif
ference frequencies between the blade passing frequency fBP, 
its harmonics, and the forcing frequency fF, i.e., mfBP±fF 
where m is an integer. The number of nonlinear interaction 
peaks increases but the amplitude of the peak at the forcing 
frequency decreases drastically, relative to the case of Fig. 6(b). 
As illustrated in Fig. 6(d), introduction of a phase shift between 
the impeller and the inflow of \//ip = -K/A produces a pronounced 
interaction component 3//?/2 due to the interaction of the sub-
harmonic//?^ with the forcing frequency//?; also, the ampli
tude of the peak at the forcing frequency increases, even 
exceeding the case of Fig. 6(b), for which the impeller is not 
perturbed. This general form of the spectral content persists 
for a phase shift of \l/ip = ir/2 (Fig. 6(e)). 

Viewing together the spectra given in Fig. 6, it is evident 
that, substantial manipulation of the discrete spectra compo
nents can be attained, at least for the discrete components in 
the low-frequency range of the spectrum, by variation of the 
phase angle between the inflow and impeller perturbations. 

4 Response to Imposed Forcing: Generation of Mul
tiple Spectral Components in Impeller-Vaneless Diffuser 
and Impeller-Diffuser Blade System 

In this phase of the investigation, the same impeller was 
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Fig. 6(a, b) Spectrum of velocity fluctuations for: (a) no active control 
and (b) active control in the form of inlet flow perturbation with an 
amplitude of 30 percent where the ratio of the forcing frequency to the 
blade passing frequency is 0.39 

Fig. 7 Dimensions of diffuser blade 

No Forc ing 

Fig. 6(c, d, e) Spectrum of velocity fluctuations for: (c) simultaneous 
forcing of the impeller with an amplitude of 10 percent and zero phase 
angle, (d) phase angle of n74, and (e) TT/2 

Fig. 8 Spectrum of velocity fluctuations for: (a) no active control, (b) 
active control in the form of inlet flow perturbations with an amplitude 
of 10 percent where the ratio of the forcing frequency to the blade 
passing frequency is 0.39, and (c) phase angle of - between the inlet 
flow perturbation at fF and the impeller perturbation at fFj 

employed. Diffuser discs (endwalls) and later a single diffuser 
blade were added, as defined in detail by Akin (1991). The 
ratio of the diameter of the diffuser to the diameter of the 
impeller was 1.6. The gap between the discharge of the impeller 
and the diffuser inlet was 1.6 mm. The width of the diffuser, 

which was constant from inlet to discharge, was chosen 10 
percent smaller than the breadth of the impeller discharge. 

For subsequent experiments, a single diffuser blade was 
mounted within the diffuser (Fig. 7). This single blade allowed 
more extensive optical access than a complete cascade. The 
gap between the exit of the impeller blade and the leading-
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Fig. 9 Spectrum of the velocity fluctuations for: (a) no active control, 
(b) active control in the form of the inlet flow perturbations with an 
amplitude of 30 percent where the ratio of the forcing frequency to the 
blade passing frequency is 0.39, and (c) phase angle of » between the 
inlet flow perturbation at fF and the impeller perturbation at lFj 

edge of the diffuser blade was 3.2 mm. The diffuser blade was 
designed according to criteria described by Lazarkiewicz and 
Troskolanski (1965). The angle of the geometrical tangent of 
the leading-edge of the blade, relative to that of the trailing-
edge of the impeller was 15 deg. Measurements of the velocity 
fluctuations were made at a distance of 4.8 mm upstream of 
the leading-edge of the diffuser blade and at a radial location 
approximately midway between the leading-edge of the blade 
and the trailing-edge of the impeller blade. This location, which 
lies in the region of maximum flow distortion, is indicated by 
the star in Figs. 8 to 12. 

Experiments were carried out for the same basic classes of 
perturbations as for the free impeller, described in Section 4: 
in the absence of perturbations; and with various combinations 
of inflow and impeller perturbations. 

In the absence of perturbations, the spectrum takes the form 
shown in Fig. 8(a). The blade passing frequency fBP and its 
higher harmonics nfBP are substantially above the broadband 
(background) level. In the presence of relatively low amplitude 
perturbations of the inflow, Vp/ Vp = 0.1, the forcing frequency 
fp is evident along with barely discernible difference frequen
cies between the blade-passing frequency fsp, its higher har
monics nfBP and the forcing frequency fF. When both inflow 
and impeller perturbations are imposed, with a phase angle of 
\j/jP = 7r between them, the spectrum takes the form shown in 
Fig. 8(c). Not only is the component at the forcing frequency 
substantially larger, but also the number of nonlinear inter
action components involving sum and difference frequency 
components has increased markedly. 

Corresponding experimental results are given in Fig. 9 for 
a larger amplitude of the inflow perturbation. Figure 9(a) 
shows the case of no applied perturbation. As indicated in Fig. 
9(b), the discrete component at the forcing frequency fF, as 
well as the nonlinear sum and difference components, increase 
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Fig. 10(a) Spectrum of velocity fluctuations for: (a) no active control 
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Fig. 10(b, c, d) Spectrum of velocity fluctuations for: (b) active control 
in the form of inlet flow perturbation with an amplitude of 10 percent 
and where the ratio of the forcing frequency to the blade passing fre
quency is 0.1, (c) simultaneous forcing of the inlet flow and the impeller 
and zero phase angle, and (d) phase angle of IT between the inlet flow 
perturbation at r> and the_ impeller perturbation at fF.. Amplitude of 
impeller perturbation is vyv ;=0.10. 

substantially. As shown in Fig. 9(c), the relative amplitudes 
of the spectral components can be manipulated by simulta
neous excitation of the impeller and the inflow (i.e. piston) 
with a phase angle \j/ip = 0 between them. In this case, for 
example, a difference frequency component/^p-/^ dominates 
the component at the forcing frequency//?. 

Viewing together the spectra shown in Figs. 8 and 9, it is 
evident that the number and strength of the nonlinear inter
action components can be enhanced in one of two ways: by 
increasing the amplitude of the inflow perturbation component 
(compare Figs. 8(b) and 9(b)), or by excitation of both the 
impeller and the inflow with an appropriate phase angle be
tween them (compare Figs. 8(b) and 8(c) and 9(b) and 9(c)). 

In the event that the forcing fF and blade-passing fBP com
ponents are well separated, it is expected that the strength of 
the nonlinear interaction between them, and in turn the am
plitudes of the interaction components in the spectrum, will 
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Fig. 11 Spectrum of velocity fluctuations at off-design condition with 
a flow coefficient of 0.188, for: (a) no active control, (b) active control 
in the form of inlet flow perturbations with an amplitude of 30 percent 
and ratio of forcing frequency to blade passing frequency of 0.67, and 
(c) phase angle of T between the inlet flow perturbation at fF and the 
impeller perturbation at />,. Amplitude of impeller perturbation is V,l 
V,= 0.10. 

Fig. 12 Spectrum of velocity fluctuations, at off design condition with 
a flow coefficient is 0.071, for: (a) no active control, (b) active control in 
the form of inlet flow perturbations with an amplitude of 30 percent and 
the ratio of the forcing frequency to the blade passing frequency is 0.25, 
and (c) phase angle of IT between the inlet flow perturbation at fF and 
thejmpeller perturbation at fF/. Amplitude of impeller perturbation is 
ft/V;=0.10. 

be smaller than for the preceding cases. The effect of a rela
tively low forcing frequency is illustrated in Fig. 10. In this 
case, the forcing frequency is one order of magnitude lower 
than the blade passing frequency. Figure 10(a) represents the 
case of no applied perturbation. In Fig. 10(6), only the inflow 
is perturbed, and there is no indication of interaction between 
the forcing//? and blade passing fBP components. This is due 
to the fact that the essential condition for nonlinear interaction, 
namely phase coherence between spectral components, cannot 
be attained if the forcing and blade passing frequencies are 
widely separated. On the other hand, Fig. 10(c) shows that if 
both the inflow and impeller are subjected to perturbations at 
the same frequency and amplitude with zero phase angle be
tween them, then there is a dramatic increase in the number 
of spectral components involving sum and difference combi
nations of the blade passing and forcing frequencies and their 
higher harmonics. In contrast to the previous cases of forcing 
at a frequency close to the blade passing frequency, the sum 
and difference combinations take the form of well-defined 
sidebands (about fF, 2/>, 3/F) of progressively decreasing am
plitude. This cluster of spectral peaks is characteristic of am-
plitude-/frequency-modulated response; in this case, the carrier 
component is fBp and the modulating component is fF. The 
occurrence of the sum and difference frequencies in Fig. 10(c) 
is accompanied by a significant attenuation of the blade passing 
component fBp and almost complete disappearance of the peaks 
at its first and second harmonic components. Figure 10(rf) 
shows that alteration of the phase angle between the inflow 
and impeller perturbations has a relatively minor effect on the 
spectrum. The broadband (background) level of the spectra 
shown in Figs. 10(a) through 10(rf) does not change signifi

cantly for the various excitation conditions. There appears to 
be simply a redistribution of energy over the discrete spectral 
components when forcing is applied. 

The spectrum of the velocity fluctuations at the discharge 
of the vaned diffuser shows, however, a decrease of the broad
band noise level (Akin, 1991). As shown therein, even in the 
case of phase-shifted inflow and impeller forcing, the peaks 
at the forcing and blade passing frequencies can be barely 
detected. 

Up to this point, all experiments described were at the im
peller design condition # = 0.111. In order to examine the re
sponse of the system at off-design conditions, two different, 
extreme values of flow coefficients # = 0.071 and 0.188 were 
investigated. These values of $ were generated by keeping Vp 
constant (Vp = 0A m/s) and varying Vh i.e., 0. The values of 
the parameters for the off-design condition, relative to those 
for the design condition ($ = 0,111) are: $ = 0,071 (0=1.32 
rev/s,/flP = 7.97 Hz); $ = 0,111 (0 = 0.85 rev/s,/BP=5.10Hz); 
$ = 0,188 (0 = 0.5 rev/s,/flP=3.0 Hz). For the case of the high 
flow coefficient, # = 0.188, shown in Fig. 11, the case of no 
inflow or impeller perturbation is represented by the spectrum 
of Fig. 11(a). It exhibits relatively high amplitude broadband 
(background) level at low frequencies, most likely due to the 
occurrence of stall phenomena, i.e., large-scale flow separation 
in the vicinity of the trailing-edge of the impeller as determined 
by flow visualization. Application of an inflow perturbation, 
as illustrated in Fig. \\(b), actually decreases the broadband 
level in the low frequency range but at the expense of pro
nounced components at the forcing frequency fF and its sum 
and difference frequencies with the blade passing component 
fBP. If both the inflow and impeller are perturbed, with a phase 
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angle ipiP=K between them, as illustrated in Fig. 11(c), then 
the background level returns to a relatively high value and the 
amplitudes of the discrete components below the blade passing 
frequency are attenuated. 

At the other extreme value of flow coefficient, $ = 0,071, 
shown in Fig. 12, it is evident that the low frequency, broad
band level again is higher than that corresponding to the on-
design condition. Application of an inflow perturbation, shown 
in Fig. 12(b) produces discrete components at the forcing and 
nonlinear interaction components. As illustrated in Fig. 12(c), 
it is possible to manipulate the relative amplitudes of these 
components by introducing a' phase angle \j/ip = TT between the 
inflow and impeller perturbation components. For example, 
the amplitude of the component at the forcing frequency fF 

increases by about one order of magnitude and the first har
monic of the blade passing frequency 2fBP is entirely atten
uated. 

5 Concluding Remarks 

It has been demonstrated that the spectral content of the 
near-wake (discharge) of a free impeller as well as the inter
action region of an impeller-diffuser blade system, can be 
manipulated by perturbations of the inflow into the impeller, 
perturbations of the impeller rotation rate, and combinations 
of these classes of perturbations. The spectral content can be 
altered, in some cases substantially, not only at the design flow 
condition but also for flow coefficients well above and below 
it. Although it is possible to modify the discrete spectral com
ponents, the background (broadband) level is, in general, rel
atively uninfluenced. The only exception occurs at off-design 
flow coefficients where it is possible to modify the amplitude 
of low frequency, broadband fluctuations. Generally speaking, 
modification of the spectral content involves transfer of energy 
between discrete spectral components. All of the observed spec
tral components correspond to the blade passing frequency, 
the forcing frequency, their harmonics, or their sum/difference 
nonlinear interactions. 

There are several general observations that can be made as 
a result of considering not only the spectra indicated here but 
also additional spectra (Akin, 1991) over a wide range of ex
citation conditions: 

(a) The number of sum and difference frequencies occur
ring in the spectra, which are due to nonlinear interactions, 
increases as the value of the forcing frequency approaches the 
blade passing frequency. 

(b) As the amplitude of either the inflow or impeller per
turbation increases, it tends to induce nonlinear interactions 
over a wide frequency range, in particular at higher frequency 
in the spectra. 

(c) Under certain excitation conditions, it is possible to 
attain a nearly complete attenuation of the inflow perturbation. 
This attenuation tends to occur when the excitation frequency 
is sufficiently high relative to the passing frequency, in par
ticular when it reaches a value of about 80 percent of the blade 
passing frequency. 

(d) At sufficiently large amplitude of the inflow pertur
bation, it is possible to significantly reduce the amplitude of 
the spectral component at the blade-passing frequency; this is 
achieved, however, at the expense of substantial components 
at other frequencies. 

(e) Simultaneous inflow and impeller perturbations, with 
a prescribed phase angle between them, can drastically alter 
the number and amplitude of nonlinear interaction peaks. 
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Flow Structure in a Radial Flow 
Pumping System Using High-
Image-Density Particle Image 
Velocimetry 
Use of high-image-density particle image velocimetry (PIV) allows characterization 
of the instantaneous structure of wake and wake-blade interactions in a simulated 
rotating machine. The distribution ofvorticity over an entire plane within the pump
ing system is related to the instantaneous pressure source terms in the wake of the 
impeller. Comparison of instantaneous and ensemble-averaged vorticity contours 
shows that limited ensemble-averaging can produce a substantial reduction in vor
ticity levels associated with the instantaneous pressure source terms. When the wake 
from the impeller interacts with a stationary diffuser blade, the instantaneous proc
esses of flow separation and reattachment can be effectively characterized using 
combinations of instantaneous streamline patterns and contours of constant vor
ticity. Moreover, active control of the inflow into the pumping system allows sub
stantial modification of these vorticity distributions. 

1 Introduction 
In rotating machinery of the radial flow type, a variety of 

complex flow phenomena can be present. The structure of the 
flow depends, of course, on the geometrical configuration of 
impeller and diffuser blades, in addition to the usual flow 
parameters. For volute pumps and centrifugal blowers, no 
stationary diffuser (stator) vanes are present. Depending upon 
the application, the efficiency, overall performance, and/or 
noise generation may be of interest. The focus of the present 
study is on those features of the flow pattern that are linked 
to the noise generation. Neither measurement of the overall 
pump noise nor a general solution to pump noise is pursued; 
rather, a framework is established for assessing possible 
source(s) of noise generation, in relation to the distortion of 
the flow field. 

Paone et al. (1989) have characterized the nature of the wake 
from a rotating impeller blade, exhausting into a vaneless dif
fuser, using a whole field particle image velocimetry (PIV). 
Depending upon the flow coefficient of the rotating machine, 
quasi-organized concentrations of vorticity were observed in 
the wake region. Using an analogous whole field PIV tech
nique, Dong et al. (1992a,b) have determined the turbulent 
flow structure in the volute of a centrifugal pump; they iden
tified, among other features, a pulsating flow phenomenon, 
which depended on the location of the impeller blade relative 
to the tongue. 

In certain pump and fan configurations, the wakes from the 
rotating impeller blades interact with a downstream diffuser 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 20, 1992; revised manuscript received October 6, 1993. Associate Tech
nical Editor: L. Nelik. 

blade or with the cutoff (or cutwater) of the pump. Due to 
this impingement process, the noise generation is particularly 
troublesome. Embleton (1963), Simpson et al. (1967), and Blake 
(1986) describe the primary features of the noise generation 
within these types of rotating machines. It is possible to at
tenuate the noise sources by appropriate geometric modifi
cations, as addressed by Neise (1976, 1982). Arndt et al. (1989, 
1990) have shown that the pressure fluctuations generated on 
the surface of a stationary diffuser blade can have very large 
amplitudes, due to the small spacing between the impeller and 
diffuser blades. In all of these systems, the flow patterns are 
particularly complex, and insight into the instantaneous flow 
structure has been difficult to achieve. 

The major objective of the present investigation is to examine 
the detailed structure of the free wake of an impeller exhausting 
into a vaneless diffuser and the interaction of this wake with 
a stationary diffuser blade. In doing so, emphasis is given to 
acquisition of instantaneous distributions of vorticity over an 
entire plane of the flow, and their interpretation as a potential 
source of structural loading and noise generation. 

2 Experimental Systems and Techniques 
The pumping system employed in this investigation involved 

a unique, actively controlled rotating machine, illustrated in 
the overview of Fig. 1 and described in detail by Akin (1991). 
Distilled water was used as the working fluid. The inflow of 
this machine was controlled by motion of the piston within 
the duct, allowing generation of various combinations of mean 
and perturbed flow. During a given run, the water initially in 
the cylinder was forced through the impeller by the motion of 
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mined by the computer-controlled, high-resolution stepper 
motor (Akin, 1991) located at the end of the piston drive train. 
Only harmonic perturbations are considered in the present 
study. The rotation of the shaft of the computer-controlled 
motor was converted to translating motion of the piston via 
a lead screw. The rate of rotation of the impeller was controlled 
by the same type of motor located above the exhaust reservoir 
of the pump system (not shown in Fig. 1) and connected to 
the impeller by a drive chain. 

Details of the impeller and impeller-diffuser system are given 
in the thesis of Akin (1991) and by Akin and Rockwell (1992). 
The radial flow impeller had six blades. The blades were con
structed by the single arc method with constant thickness from 
the leading- to the trailing-edge of each blade. An overview 
of the cross-section of the impeller-vaneless diffuser system is 
given in Fig. 2(a). The critical dimensions are: 

•D, = 57.15mm A = 177.8 mm blm = 32.45 mm 
D2 = 171.45 mm D5 = 279.4 mm b2 = 9.53 mm 
A =174.63 mm b3 =65 = 8.26mm 

The vaneless diffuser was transformed into a so-called vaned 
diffuser by mounting a blade between the disks of Fig. 2(a). 
Figure 2(b) shows a plan view of the impeller and the diffuser 
blade. The diffuser blade angle a is computed as a= 15 deg. 
The ratio of the gap between this blade and the impeller dis
charge to the impeller radius was 0.037, corresponding to an 
absolute distance of 3.17 mm at the leading edge. This single 
diffuser blade is not meant to simulate a complete cascade of 
blades in an actual pump; the thrust of this study is to illustrate 
the major features of the flow distortion past a blade. 

For the present experiment, the rotation rate u> of thejmpeller 
was <o = 0.5 revolutions/second, the inflow velocity Vp at^the 
eye of the impeller = 0.1 m/s, and the tangential velocity V-, of 
the impeller was 0.27 m/s, corresponding to a Reynolds num
ber based on the diameter D\ of the inlet of the impeller 
Refll = 6250. Perturbation levels of the inflow had values in 
the range of Vp/Vp<0.3. The value of the flow coefficient $ 
was 0.188. This particular value was selected, since it led to 
particularly coherent patterns of vortex formation in the wake 
of the impeller blade. 

For the high-image-density technique of particle image ve-
locimetry, the water was seeded with metallic-coated particles 
having a diameter of twelve microns. A laser sheet located 
midway between the parallel walls of the diffuser was generated 
by deflecting the beam of a four watt continuous wavelength 
Argon-ion laser beam from a 72-faceted polygonal mirror ro
tating at a rate corresponding to a scanning frequency fs= 1080 
cycles/second. A multiple-exposure photograph of the parti-
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Fig. 1 Overview of actively controlled pumping system 

the piston. This water was collected in a free-surface reservoir 
(not shown). To prepare for a subsequent run, the water was 
drawn into the cylinder by running the piston in reverse. The 
flow system was therefore a closed system operating in a blow-
down mode. The functional form of the inlet flow was deter-
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Fig. 2(a) Cross-sectional view of impeller-diffuser system 

Fig. 2(b) Plan view of impeller-diffuser blade system 

cles in the laser sheet provided the pattern of images that were 
analyzed to give the velocity field. The particle images were 
recorded using a 35 mm F-3 Nikon camera, then interrogated 
using a fringe analysis system. This technique, as well as its 
advantages and limitations, are described by Rockwell et al. 
(1992) and Rockwell et al. (1993). 

In this particular experiment, only the largest scale eddies 
were of interest. Consequently, the magnification M of the 
lens was selected as M= 0.378 in order to provide an overview 
of the distortion of the largest eddies; the interrogation beam 
diameter d; relative to the magnification M was dr/M= 2.61 A 
mm; the image was interrogated with a 50 percent overlap in 
order to satisfy the Nyquist criterion, thereby giving an effec

tive grid size Al/M= 1.32 mm. This grid size corresponds to 
1.4 percent of the total length of the image of Fig. 7. For the 
images shown in Fig. 7, this corresponds to a grid of 71 X 48 
velocity vectors or a total of 3380 vectors over the entire image. 
Processing of the velocity field resulting from the interrogation 
involved application of a Gaussian filter with a factor p—\.3. 
Contours of constant vorticity were then constructed using the 
program surfer, which simply fits a spline through the data 
points, i.e. no additional filtering of the data was done at this 
stage. A tension factor of 0.1 was employed for the spline fits. 
In general, the distance between the linearly-interpolated con
tours of constant vorticity in Fig. 7 corresponds to a distance 
of about one-third to one grid spacing A/, depending upon the 
family of contours considered. For all contours of constant 
vorticity, the values of a)min, comax» and Au> were maintained 
constant in order to provide a comparison of the different 
regions of vorticity concentration. 

Regarding the experimental uncertainty, the instantaneous 
velocity and vorticity are estimated to be accurate to within 1 
and 7 percent, respectively, of their time values. 

3 Wake Structure in Vaneless Diffuser 
When the wake from the rotating impeller blade exhausts 

into the vaneless diffuser, the instantaneous velocity field and 
streamline patterns take the forms shown in Fig. 3. The field 
of view is indicated by the dashed-box, and the instantaneous 
location of the rotating impeller blade by the solid thick line, 
in the schematic at the lower left. Moreover, the discharge of 
the vaneless diffuser is represented by the inner circular arc, 
and the discharge of the vaneless diffuser by the outer (larger) 
radius circular arc. The instantaneous distribution of velocity 
and the corresponding streamline pattern in the laboratory 
reference frame are shown in the left column of Fig. 3, while 
the corresponding plots in a biased reference frame are given 
in the right column. These biased plots correspond to sub
tracting the spatially-averaged (over the entire image) velocities 
in the x and y direction from the velocity field given in the left 
image. In this biased frame, the ordered pattern of velocity 
vectors in the lower left portion of the velocity field suggests 
that vorticity concentrations are formed in the wake from the 
impeller. The corresponding streamline exhibits four quadrants 
of streamlines that have the same direction within each quad
rant. This overall streamline pattern has a form similar to the 
one for which a saddle point forms (Perry and Steiner, 1987). 
A saddle point involves the interaction of four streamlines. 
For the image of Fig. 3, however, no such interaction occurs 
in the central region. From a physical standpoint, the stream
line pattern in the biased frame shows that there is instanta
neous flow from the reservoir into the vaneless diffuser (see 
top region of image), as well as large-scale circulating flow 
within the diffuser (see left, right, and bottom regions of image). 

3.1 Comparison of Distributions of Instantaneous Vortic
ity and Pressure Sources. Since the vorticity field involves 
derivatives of the velocity, the vorticity distribution is inde
pendent of the reference frame of the observer. The instan
taneous contours of constant vorticity corresponding to the 
images of Fig. 3 are given in the top image of Fig. 4. The 
impeller blade of interest is designated in the schematic at the 
bottom of Fig. 4. The wake from this blade exhibits highly 
pronounced concentrations of positive vorticity. In contrast, 
the contours of constant vorticity of negative sign are much 
weaker and more distributed. We therefore conclude that the 
process of vortex formation from the trailing-edge of the im
peller blade does not give rise to a classical Karman vortex 
street. Instead, its vorticity concentrations have a form typical 
of those occurring in mixing-layer configurations. This form 
of the vorticity field arises from the substantial difference in 
freestream velocity on either side of the trailing-edge of the 
impeller. Qualitative visualization (not shown here) of the re-
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LABORATORY FRAME I N B | A S E D FRAME 

Fig. 3 Instantaneous velocity fields and streamline patterns in laboratory and bias reference frames 

gion of flow near the trailing-edge suggests occurrence of un-
stalled and stalled domains on either side of the trailing-edge. 

It is insightful to calculate, for the same instantaneous ve
locity field, the instantaneous pressure source term (du/dx) (dv/ 
dy) - (du/dy) (dv/dx) shown in the bottom plot of Fig. 4. In 
free space, this term represents the forcing function of the 
Lighthill analogy that relates the far-field sound to the near-
field flow distortion; in the vicinity of solid surfaces, such as 
the impeller blade, the boundary conditions must be properly 
accounted for in formulating a deductive theory of surface 
effects for the noise generation (Crighton, 1975). It is evident 
that highly concentrated, positive contributions to the instan
taneous pressure source term are essentially coincident with 
the concentrations of vorticity. In addition, generally weaker 
concentrations of negative pressure sources occur between these 
positive concentrations. At locations away from this highly 
coherent wake, i.e., at larger values of radius, the concentra
tions of vorticity and the pressure sources are much weaker 
and more irregular. Apparently the severe adverse pressure 
gradient existing in the radial direction in the vaneless diffuser 
rapidly reduces the degree of coherence of the vortical struc
tures at increasing values of radius. 

3.2 Decomposition of Instantaneous Pressure Source 
Terms. It is insightful to consider the relative contributions 
of the voriticity-related and the rate-of-strain related contri
butions to the instantaneous pressure source. These two types 
of contributions are illustrated in the middle and lower images 
of Fig. 5. In general, the predominant contributions to the 
pressure source are from the vorticity-related term shown in 
the middle image. Regarding the rate-of-strain related contri
bution, it has its highest degree of concentration centered at 
the junction between the positive and the negative contribu
tions of the vorticity-related source terms, as indicated by the 
vertical line connecting the middle and lower images. 

i i i " j . i i i i i i i i i i i i i i i i i I . I i i i f - i ; i i 

\>: a L:;: o 
/0.25 • 
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Fig. 4 Instantaneous vorticity and pressure source terms of wake in 
vaneless diffuser 
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Fig. 5 Decomposition of total instantaneous pressure source into vor-
ticity-related and rate-of-strain-related source contributions 

Of course, we expect a very substantial, if not the predom
inant source of pressure fluctuations, to be due to the flow 
distortion in the immediate vicinity of the trailing-edge of the 
rotating impeller blade (Curie, 1955). This study focuses only 
on the free portion of the wake, in order to illustrate the 
principal contributions of the fully separated, free wake to the 
pressure source terms. An effort is currently underway to char
acterize the region in the vicinity of the trailing-edge. 

3.3 Ensemble-Average of Vorticity Fields. In order to 
illustrate the variation of the flow structure from one instan
taneous realization to the next, three representative, instan
taneous realizations of the positive distributions of vorticity 
are shown in the three images of Fig. 6. In all cases, the highest 
concentrations of vorticity occur in the wake formed from the 
impeller blade indicated in the schematic at the bottom of Fig. 
6. These concentrations of vorticity, as well as the concentra
tions formed from two previous impeller blades, are connected 
by the relative streamlines shown in the image at the upper 
left. It is evident that there are substantial levels of vorticity 
in the wakes from the previous two blades. However, these 
concentrations are irregular in form and randomly located 
relative to the pattern of vortices formed from the blade shown 
in the schematic. An ensemble-average of these three instan
taneous realizations of the vorticity contours produces the 
pattern shown at the bottom right of Fig. 6. It is evident that 
the vorticity concentrations formed from the previous two 
blades are much weaker than their instantaneous counterparts. 
Since the instantaneous pressure source terms will be a function 
of the degree of concentration of the instantaneous vorticity, 
it is evident that the ensemble-averaged distributions of vor
ticity will not provide a proper representation of the instan
taneous pressure source. 

INSTANTANEOUS (POSITIVE) VORTICITY: INSTANTANEOUS (POSITIVE) VORTICITY: 
REALIZATION #1 REALIZATION #2 

INSTANTANEOUS (POSITIVE) VORTICITY: AVERAGE OF THREE REALIZATIONS OF 
REALIZATION #3 INSTANTANEOUS (POSITIVE) VORTICITY 

Fig. 6 Comparison of instantaneous realizations of vorticity at three 
different instants with ensemble-average representation 

4 Structure of Impeller Wake-Diffuser Blade Inter
action 

Interaction of the wake from the rotating impeller blade 
with a stationary diffuser blade can produce complex distor
tions of the incident vorticity fields, as well as generation of 
additional vorticity due to the unsteady pressure gradients along 
the surface of the blade. In turn, the unsteady lift acting on 
the diffuser blade, and thereby the radiated noise, are a func
tion of the rate-of-change of the moment of vorticity taken in 
the volume surrounding the diffuser blade (Howe, 1989). With 
this concept in mind, it is of obvious importance to determine 
the instantaneous vorticity field surrounding the diffuser blade. 
Moreover, if this vorticity field can be manipulated by active 
control of the inlet flow through the pump, then the unsteady 
loading and noise can be controlled as well. In the following, 
the instantaneous streamlines and contours of constant vor
ticity are described for cases with and without control of the 
inlet flow. 

4.1 Overview of Instantaneous Streamline Patterns. 
Streamline patterns are shown in Fig. 7 for the cases with no 
active control (upper image) and active control at two instants 
of time (middle and bottom images). In all cases, the instan
taneous location of the rotating impeller blade, relative to the 
stationary diffuser blade, is exactly the same. In order to de
termine the response of flow structure to controlled pertur
bations of the inflow, the piston (see Fig. 1) was forced at a 
frequency fBP of the impeller. For the case of no control, 
corresponding tofp/fBP = 0, there is separation of flow along 
the upper surface above the diffuser blade; details of this 
separated flow region are not indicated by the streamline pat
tern. 

The issue arises as to whether the nature of the separated 
flow pattern can be altered by perturbations of the inflow. 
When the inflow into the eye of the impeller is_ forced at a 
frequency fp/fBp = 0.67, and an amplitude of Vp/Vp = 0.2, then 
it is possible to generate reattachment of the separated flow 
(middle image) or a separated flow region of much larger extent 
(bottom image). These markedly different streamline patterns 
occur for different phase angles <j> of the inflow perturbations 
relative to the instantaneous position of the diffuser blade. At 
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Fig. 7 Instantaneous streamline patterns in vicinity of leading-edge of 
diffuser blade for cases of: no inflow disturbance; inflow disturbance 
at a phase shift <> = 60 deg; and perturbation with phase shift <j>= - 6 0 
deg of inflow fluctuation relative to blade position. Inflow perturbation 
frequency fp relative to blade-passing fbp is fpllBp = 0.67| amplitude of 
inflow velocity Vp relative to mean inflow velocity Vp is VPVP = 0.2. 

0 = 60 deg, the reattachment condition is attained, while at 
</>= -60 deg, the large-scale separated region in generated. It 
is characterized by an outward-spiraling vortex motion, known 
in the field of topology as an unstable focus (Perry and Steiner, 
1987). Although the streamline patterns are of interest in ex
amining certain of the overall features of the flow pattern they 
are not adequate for characterizing the detailed distortion of 
the flow field. In fact, it is not possible to deduce the existence 
and location of concentrations of vorticity based on these 
patterns. 

4.2 Overview of Vorticity Fields. The instantaneous con
tours of constant vorticity corresponding to the streamline 
patterns of Fig. 7 are shown in Fig. 8. When identifying the 
positive (solid line) and negative (dashed line) concentrations 
of vorticity, it is insightful to designate whether the vorticity 
is generated from the surface of the upstream impeller blade 
or the stationary diffuser blade. These two different sources 
of vorticity are indicated in the plots of Fig. 8 by the symbols 
IB (Impeller Blade) and DB (Diffuser Blade). For the case of 
no active control of the inlet flow, represented by the vorticity 
contours in the top image, there are large concentrations of 
positive vorticity from the upstream impeller blade that im
pinge upon the downstream diffuser blade. This interaction 
process imposes an unsteady pressure gradient along the lead
ing-edge of the diffuser blade and, in turn, the occurrence of 
flow separation and the subsequent formation of concentra
tions of vorticity along the separated shear layer above the 
surface of the diffuser blade. The sign of these concentrations 
of vorticity is negative, as represented by the contours of dashed 

Fig. 8 Instantaneous contours of constant vorticity originating from 
impeller blade (IB) and diffuser blade (DB) for same conditions as given 
in Fig. 7. Solid and dashed lines represent positive and negative contours 
of vorticity, respectively. 

lines. When the inflow perturbation is applied, then not only 
large-scale positive concentrations of vorticity are formed from 
the upstream impeller blade, but also negative concentrations 
as well. The negative concentration of vorticity above the dif
fuser blade arises from separation from the leading-edge of 
the blade. Downstream of this concentration of vorticity, the 
flow reattaches. (Compare middle image of Fig. 7.) At a dif
ferent phase angle 0= -60 deg, represented by the image at 
the bottom of Fig. 8, the relative locations of the concentrations 
of vorticity from the upstream impeller blade are substantially 
displaced relative to those of the case of <$> = - 60 deg repre
sented in the middle image. The large-scale region of negative 
vorticity above the diffuser blade is associated with the very 
large vortex existing above the blade. (Compare bottom image 
of Fig. 7.) Moreover, there is a region of positive vorticity 
above the diffuser blade, due to flow separation from the 
surface of the blade, induced by the large scale, clockwise 
vortex above the blade. 

It is evident that very substantial manipulation of the vor
ticity field incident upon the blade, as well as that generated 
from it, can be induced by suitable active control of the inlet 
flow. 

5 Conclusions 
High image-density particle image velocimetry provides a 

basis for determining the instantaneous velocity field and 
thereby the instantaneous contours of constant vorticity over 
an entire plane within a complex, rotating flow configuration 
such as a pumping system. A major advantage of this approach 
is that the instantaneous contours of constant vorticity can be 
related to the instantaneous pressure source terms at precisely 
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the same instant of time. Moreover, this instantaneous pressure 
source term is easily decomposed into its vorticity-related and 
rate-of-strain related contributions. 

The importance of considering the instantaneous contours 
of vorticity, rather than the traditional ensemble-averaged con
tours such as would be obtained from classical point meas
urement techniques, is underscored by direct comparison of 
images of vorticity contours obtained at successive instants 
with a limited ensemble-average. Averaging as few as three 
images results in substantial attenuation of the degree of con
centration and peak values of concentrations of vorticity that 
are not repetitive in space and time. As a consequence, the 
pressure source terms associated with the generation of far 
field sound will not be properly represented by the ensemble-
averaging process. 

In a similar fashion, particle image velocimetry provides a 
direct relationship between processes of separation and reat
tachment, suggested by instantaneous streamline patterns, in 
relation to the corresponding instantaneous vorticity fields. 
The high sensitivity of these instantaneous vorticity fields to 
active (open-loop) control is demonstrated by application of 
perturbations of the inflow into the eye of the pump impeller. 
The global PIV technique allows rapid assessment of the dis
tortion of the vorticity field incident upon the stationary dif-
fuser blade, as well as generation of new concentrations of 
vorticity from its surface. 
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An Experimental Investigation of 
Cross-Flow Turbine Efficiency 
An experimental investigation was conducted to study the effect of some geometric 
parameters on the efficiency of the cross-flow turbine. Turbine models were con
structed with three different numbers of blades, three different angles of water entry 
to the runner, and three different inner-to-outer diameter ratios. Nozzles were also 
constructed for the experiments to match the three different angles of water entry 
to the runner. A total of 27 runners were tested with the three nozzles. The results 
of the experiments clearly indicated that efficiency increased with increase in the 
number of blades. Moreover, it was determined that an increase in the angle of 
attack beyond24 deg does not improve the maximum turbine efficiency. In addition, 
as a result of these experiments, it was determined that for a 24 deg angle of attack 
0.68 was the most efficient inner-to-outer diameter ratio, whereas for higher angles 
of attack the maximum efficiency decreases with an increase in the diameter ratio 
from 0.60 to 0.75. 

Introduction 
Hydropower is one of the most desirable energy resources 

to be utilized, if it is as competitive economically as any other 
energy source. One economical measure in hydropower is the 
efficiency of turbines, which is the subject of the study reported 
here. 

In conventional low head hydroelectric stations, axial tur
bines such as propeller turbines or bulb turbines are generally 
used. The technology for these machines is well established 
with sufficient know-how compiled. At present, the cross-flow 
turbine is gaining acceptance in small and ultra low head es
tablishments because of its remarkably simple structure. This 
interest has resulted in several such turbines being used in 
several locations around the country. 

The cross-flow turbine (CFT) is composed of two major 
parts, the runner and the nozzle. The runner is of closed type 
made of at least two circular side walls with the blades fixed 
to these walls along the periphery. The blades are circular and 
make a certain angle with the tangent to the outer periphery 
(15). On the other hand, the nozzle directs the flow into the 
runner at a specified angle of attack (a). The nozzle has a 
rectangular cross-section with a curved back wall. Figure 1 
shows details of the CFT and is used here as a definition sketch 
for the parameters of this study. Figure 2 shows the orientation 
and profile of the blades. 

A portion of the water jet hits the turbine blades twice, 
initially from outside the runner to inside (first stage) and later 
from inside the runner to outside (second stage). The portion 
of the water jet that crosses the runner twice is called the crossed 
flow or simply "cross-flow"; hence the name cross-flow tur
bine. The portion of the jet which crosses the runner only once 
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Cross-flow Turbine 

Fig. 1 Definition sketch of the CFT 

Fig. 2 Orientation and the profile of a typical blade 

is called the uncrossed flow. Figure 3 illustrates a typical flow 
pattern in a CFT. 

Literature Review 
The experimental research on CFT was initiated by Mock-

more and Merryfield.(}949) who constructed a runner made 
out of steel. The side disks were cut out of 6.4 mm. steel plates 
with an outer diameter of 332.7 mm. A 305-mm. wide runner 
was used having 20 blades cut out of 2.8 mm. steel, bent to a 
radius of 54.4 mm. The head values were 2.74 m, 3.05 m, 3.66 
m, 4.27 m., 4.88 m., and 5.49 m. measured to the shaft center. 

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116 / 545 

Copyright © 1994 by ASME
Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



- H Stage II [<-

Fig. 3 A typical flow pattern in a CFT 

The flow rate was 0.06 mVsec . at 4.88 m. head. At maximum 
power, the actual shaft speeds were compared to the computed 
speeds for various heads. The computed speed was expressed 
in terms of head and outer diameter. 

The maximum efficiency of 68 percent was measured under 
4.88 m. Mockmore and Merryfield concluded that the B H P 
is proport ional to H1"5, where H is the head, and at a constant 
head the maximum efficiency will occur at a constant speed 
practically for all gate openings. 

Varga (1959) conducted experiments to measure the pressure 
distribution along the nozzle walls. A total of 24 gaging points 
were provided covering the upper and lower sections as well 
as the side walls of the nozzle. All gaging points were connected 
to a mult i -manometer system. Pressure distributions along the 
walls were measured with and without the runner , and a tra
jectory network was constructed, similar to a flow net. The 
maximum efficiency reported in these experiments was 77 per
cent. Varga inferred that the C F T works as an impulse turbine 
only in the range of well-defined speeds with its upper limit 
being the point of maximum efficiency. It was also confirmed 
that at maximum efficiency the ratio of the peripheral and 
absolute velocities are equal to half the cosine of the angle of 
attack at the first stage inlet. Varga (1959) also concluded that 
the momentum required for regulation of the C F T can be 
determined by the trajectory network and the pressure distri
butions along the nozzle walls. 

Nakase et al. (1982) studied experimentally the effect of 
nozzle shape on the performance of the CFT. They used nozzles 
of different rear wall shapes, and concluded that circular arc 
and logarithmic spiral shapes were bo th equally more efficient 
than an intermediate shape. Similarly, a nozzle with an entry 
arc of 90° was found to be more efficient than nozzles with 
entry arcs of 30, 60, and 120 deg. The most suitable value of 
the nozzle throat width ratio (2S0/Di\) was found to be 0.26, 
changing slightly with the nozzle entry arc. The absolute max
imum efficiency obtained was 82 percent. 

Johnson et al. (1982) designed and tested a C F T with a 
wooden casing, P V C runner plates and vanes, and polymer-
coated wooden nozzles and guide vanes. The tests indicated 
that a single, non-segmented design can achieve efficiencies of 
60 to 80 percent over a wide range of flow rates and heads, 
at various runner speeds. For a runner with 18 blades, the 

Nomenclature 

A = 
D2 = 
H = 

Nb = 
n = 

Pin = 

•Pout = 

Q = 
So = 
T = 

runner outer diameter 
runner inner diameter 
total head 
number of blades 
shaft rotational speed 
input power 
output power measured at the shaft center 
flow rate 
nozzle throat width 
shaft torque 

maximum efficiency was obtained at a head of 0.91 m. to 1.07 
m. The root mean square uncertainty in the measured turbine 
efficiency was ± 6 percent. The best results were obtained when 
the water in the draft tube was just at the bottom of the runner. 
They also concluded that with proper nozzle design, efficiency 
will remain high up to a nozzle entry arc of 120 deg. 

Hothersall (1985) tested runners with 20 and 21 blades having 
a diameter ratio of 0.66, with the nozzles of 60 and 130 deg 
entry arcs. At a net head of 6.71 m, the maximum efficiency 
was estimated as 75%. 

Khosrowpanah et al. (1988) were probably the first to at
tempt a parametric study of the CFT nozzle as well as the 
runner. The experimental work involved the study of the effect 
of the number of blades, runner diameter, and nozzle entry 
arc under flow/head variations. Water was admitted vertically 
through nozzles with entry arcs of 58, 78, and 90 deg. Khos
rowpanah concluded that the maximum efficiency of the CFT 
increases with an increase in the nozzle entry arc from 58 to 
90 deg and decreases slightly with a decrease in runner diameter 
at constant runner width. For the four runners tested, Khos
rowpanah observed that maximum efficiency (80 percent) was 
when the nozzle throat width ratio (2S0/Di\) was 0.41 and the 
speed ratio was 0.54, and that the number of blades has only 
a moderate effect on efficiency and power output. The runner 
with 15 blades was found to be more efficient than the runners 
with either 10 or 20 blades. 

Durgin and Fay (1984) built an acrylic model of the CFT 
and tested nozzles with entry arcs ranging from 50 to 80 deg 
and obtained a maximum efficiency of 66 percent. This max
imum efficiency compared very well with their theoretical pre
diction. They also extracted the cross-flow by introducing a 
pipe with a slot to determine the power produced by the first 
stage as 83 percent while the rest of the power came from the 
second stage. 

Chiatti and Ruscitti (1988) introduced an internal rotating 
deflection element inside the blade crown to guide the stream 
and to avoid the effect due to the convergence of the jet at 
the shaft center. Their prototype runner diameter was 250 mm, 
with 24 blades of 145 mm length. The full load jet width, 
design power, and the design speed were 4 mm, 140 KW, and 
3000 rpm respectively. The test bed was equipped with a digital 
speed meter and a brake mounted on an oscillating support 
with a dynamometer having a least count of 0.05 Newton. The 
maximum overall efficiency obtained was about 75 percent 
with the uncertainty of ±3 percent. The optimum inlet angle 
and the deviator-to-blade phase angle were close to the the
oretical values as provided by the design procedure. 

Fiuzat and Akerkar (1989 and 1991) studied the effect of 
the angle of attack in addition to nozzle entry arc and nozzle 
configuration on CFT efficiency. The results indicated that a 
vertical nozzle configuration is more efficient than both the 
horizontal and slant (45 deg) configurations. They also con
firmed the earlier observation by Nakase (1982) and Kosrow-
panah (1984) that a nozzle entry arc of 90 deg was the optimum. 
Fiuzat and Akerkar also concluded that efficiency increases 
with an increase in the angle of attack from 16 to 24 deg, thus 

«i = peripheral velocity at the first stage inlet 
Vi = absolute velocity at the first stage inlet 
a = angle of attack for the water flowing through the 

turbine 
/3 = blade inlet angle 

& = blade exit angle at the first stage 
7 = specific weight of water 
i) = efficiency 
A = nozzle entry arc 
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Fig. 4 A schematic diagram of the experimental setup 

contradicting the Banki theory of CFT. The present investi
gation primarily aims at studying the impact of a further in
crease in the angle of attack beyond 24 deg. 

From the above discussion it is clear that the efficiency of 
the cross flow turbine has been observed to vary with 
the amount of crossflow, the number of blades in the run
ner, the angle of attack, and the inner-to-outer diameter ratio 
of the runner. The efficiency improving tests of the research 
reported in this paper are an extension of the work of Nakase 
et al. (1982), Khosrowpanah et al. (1988), and Fiuzat and 
Akerkar (1989 and 1991). 

Equipment and Model Components 
Cross-flow turbine models including the runners, blades, 

and nozzles were built and tested at the Clemson Hydraulics 
Laboratory. Acrylic was used to construct the runners, blades, 
and nozzles. The transparent material was instrumental in flow 
visualization. An 11.3 N-m, dynamometer was used for torque 
and rotational speed measurements. Two pumps with capac
ities 7.46 kw and 18.64 kw were utilized to maintain a constant 
head during the tests. 

A total of 27 runners were constructed using 12.7 mm. acrylic 
sheets and 3.2 mm-thick cylindrical pipes. The acrylic sheets 
were used for the sidewalls of the runners and the cylindrical 
pipes were used for the blades. The side walls were cut out of 
acrylic with one of the sides having a hole and a key-way to 
hold the shaft and the runner. The other side wall was in the 
form of an annulus with outer and inner diameters corre
sponding to the outer and inner diameters of the runner. On 
the side walls, 3.2 mm-wide grooves were cut in the shape of 
circular arc whose inner and outer radii were the inner and 
outer radii of the blades as shown in Fig. 2. A schematic 
diagram of the experimental set-up is shown in Fig. 4. 

Three nozzles were constructed from 6.4 mm.-thick acrylic 
sheets with a nozzle entry arc (X) of 90 deg and a nozzle throat 
width ratio (2S0/.DiA) of 0.41, respectively. These are the same 
values used by Khosrowpanah et al. (1988), and Fiuzat and 
Akerkar (1989 and 1991) and produced the best performance. 
The rear wall of the nozzles (shown in Fig. 1) was constructed 
to have a spiral shape such that the water jet entering the 
turbine experiences a uniform acceleration. 

Experimental Procedure 
The experimental study involved the measurement of four 

parameters: shaft torque, shaft rotational speed, flow rate, 
and total pressure. An 11.3 N-m dynamometer was used to 
measure torque and angular speed and was controlled by an 
automatic speed controller. The controller was used to bring 
the runner rotating at maximum speed (zero torque) to a halt. 
The duration of this.process was 40 seconds. This is called the 
automatic speed control. The electronic setup transmitted the 

angular speed and torque to a plotter which produced a speed 
versus torque plot. The controller can also be used to generate 
discrete torque versus speed by disabling the automatic speed 
control and run the test at specified torque or speed. This is 
known as the manual speed control method. 

Theoretically, the results obtained by the automatic and 
manual speed control of the dynamometer should be the same. 
Since the dynamometer used in this study did not have built-
in inertia correction, the shaft speed under the automatic speed 
control were smaller than the corresponding values obtained 
by manual speed control. Hence in this paper, most of the 
results are reported only for manual speed control. 

Total pressure was measured at a section in the prismatic 
portion of the nozzle wherein the variation in the total pressure 
across the nozzle cross-section was negligible. Total pressure 
was measured by means of a standard Pitot tube and U-tube 
water manometer. Since the experimental set-up was the same 
for all the tests, the total pressure varied with only the flow 
rate. Hence, the manometer reading for total pressure was 
calibrated with respect to the manometer reading for discharge. 

The flow rate was measured by means of an orifice-meter 
which was introduced in a straight reach of the pipeline. The 
calibration of the orifice-meter was done by means of a weigh
ing tank. 

Data Analysis 
The performance of turbines is measured by their efficien

cies. In general, efficiency is an indication of what percentage 
of the input to the turbine is converted into power. Efficiency 
(17) is defined as follows: 

where 

and 

100% 

2-irnT 

60 

(1) 

(2) 

IHP = = YHQ. (3) 
The efficiency values are plotted against the speed ratio («,/ 
V{) defined as: 

irD,n 
(4) 

Among previous studies, the experiments of Khosrowpanah 
et al. (1988) include runners with 15 and 20 blades. Likewise, 
Johnson et al. (1982), Nakase et al. (1982), Khosrowpanah et 
al. (1988), and Fiuzat and Akerkar (1989) have constructed 
runners with a diameter ratio of 0.68. However, these runners 
had either 15 or 16 deg angle of attack and an entirely different 
experimental setup, resulting in different head values for the 
same flow rate. 

Only Fiuzat (1988) and Akerkar (1989) have tested the 24 
deg angle of attack, but no studies are available on 28 and 32 
deg angles. In that study the first stage blade exit angle (/32 in 
Fig. 2) was different from the present value of 90 deg. Also, 
in the data of Fiuzat (1988) and Akerkar (1989), there is a lot 

• of variation in the total head with the shaft rotational speed 
at every flow rate. Apparently, the total head inside the nozzle 
might have been measured while the runner was in. Possibly, 
this could have resulted in backing up of water inside the nozzle 
leading to a variation in the total head. Whereas in the present 
study, the total pressure head was measured inside the nozzle 
without the runner consistent with Nakase et al. (1982), and 
Khosrowpanah et al. (1988). Therefore under the present cir-
umstances, comparison with any of the previous studies is not 
possible. 
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Table 1 Runner parameters and maximum overall turbine efficiencies 

Runner 

# 

1 
2 
3 

4 
5 
6 . 

7 
8 
9 

10 
11 
12 

13 
14 
15 

16 
17 
18 

19 
20 
21 

22 
23 
24 

25 
26 
27 

Angle of 
Attack 

a" 

24 

28 

32 

Diameter 
Ratio 
D2/Di 

0.60 

0.68 

0.75 

0.60 

0.68 

0.75 

0.60 

0.68 

0.75 

Number 
of Blades 

Nb 

15 
20 
25. 

15 
20 
25 

15 
20 
25 

15 
20 
25 

15 
20 
25 

15 
20 
25 

15 
20 
25 

15 
20 
25 

15 
20 
25 

Maximum 
Efficiency 

T| % 

64.1 
64.4 
74.5 

(80.6) 

59.1 
70.7 
76.7 

(84.5) 

50.6 
63.3 
71.9 

63.7 
71.1 
71.7 

(78.0) 

56.5 
65.2 
66.7 

(73.9) 

49.8 
59.6 
65.2 

58.3 
64.8 
66.7 

(73.7) 

55.6 
63.1 
64.3 

(71.0) 

46.4 
55.1 
62.7 

Numbers in parentheses are efficiencies obtained by the manual 

speed control method. 
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Fig. 5 Impact of angle of attack on CFT efficiency at a diameter ratio 
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Results. 
The maximum overall turbine efficiencies for all runners are 

listed in Table 1. Only the highly efficient runners were tested 
by the manual speed control method. These runners had 25 
blades and a diameter ratio of either 0.60 or 0.68. The re
maining runners were tested only in automatic speed control 
(without inertia correction) and hence, the influence of the 
number of blades reported here is not corrected for inertia 
effects Table 1 indicates that runner #6 is the most efficient 
of all the runners tested and has the following parameters: 
a = 24 deg, ZVA = 0.68, and/V6 = 25. 

Discussion 
The impact of the angle of attack on efficiency of the cross-

flow turbine is shown in Figs. 5 and 6. Figure 5 shows the 
effect of angle of attack at a diameter ratio of 0.60, while 
Fig.6 shows its effect at a diameter ratio of 0.68. These plots 
indicate that an increase in the value of the angle of attack 
from 24 to 32 deg results in a decrease in the maximum effi
ciency. The behavior can be explained as follows: since an 
increase in a is always associated with an increase in fi, at 
angles of attack higher than 24 deg the water jet is deflected 
toward the runner center in the first stage, possibly leading to 
a retardation effect in the second stage. 
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Fig. 9 The impact of diameter ratio on CFT efficiency 

Table 2 Coefficients of the fitted equations and their 99 percent con
fidence limits 

• 

* 
• 

< 

< 

» / 
X 

4f 

> D2 /Di = 0.68 

a- = 32° 

25 Blades " 

** 

*x 

Independent 
Variable 

loghq 

Flow Manome
ter Reading 

(hq. m.) 

Dependent 
Variable 

logQ 

Total Head 
(H,m.) 

Equation 

log Q - a+ 

b*log hq 

H - a 
+ b*h, 

Values of the 
Coefficients 

a - -9 .616E-2 
b - 0.499 

a - 1.599 
b - 0.536 

Lower Limit 
of 99% 

Confidence 

-9.758E-2 
0.496 

1.534 
0.519 

Upper Limit 
of 9 9 * 

Confidence 

-9.475E-2 
0.502 

1.664 
0.553 

Table 3 Lower and upper bound estimates of the input power param
eters 

Parameter 

Flow Rate (Q. 
m3/sec.) 

Total Pressure Head 
(H,m.) 

Water Specific 
Weight (yN/m3) 

Lower bound 
Estimate 

2.566E-2 

0.332 

9773.5 

Most Probable 
Estimate 

2.577E-2 

0.344 

9786.1 

Upper Bound 
Estimate 

2.585E-2 

0.356 

9797.1 

Table 4 Lower and upper bound estimates for the rotational speed and 
maximum efficiency 

Runner 

# 3 

# 6 

#12 

#15 

#21 

#24 

Parameter 

N at TJmax (rpm) 

i W <%) 

N at T W (rpm) 

i W (.%) 

N at lim,, (rpm) 

i w W 

N at tim a x (rpm) 

T W (%) 

N at rimax (rpm) 

Imax (%) 

N at T|m„ (rpm) 

T W (%) 

Lower bound 
Estimate 

102.3 

77.1 

94.3 

79.1 

87.5 

73.5 

87.4 

70.2 

95.0 

69.9 

91.8 

67.4 

Most 
Probable 
Estimate 

102.9 

81.4 

95.5 

84.5 

88.5 

78.0 

87.9 

74.1 

96.0 

73.9 

93.0 

71.0 

Upper Bound 
Estimate 

103.5 

84.6 

96.8 

88.1 

89.5 

81.5 

88.3 

77.0 

97.0 

77.4 

94.3 

75.1 

Figures 7, 8 and 9 explain the effect of the diameter ratio 
on the CFT efficiency at angles of attack 24, 28 and 32 deg, 
respectively. An increase in the diameter ratio is always as
sociated with a decrease in the blade arc length. From Figs. 8 
and 9, it is evident that at angles of attack higher than 24 deg, 
the increase in the diameter ratio leads to a reduction in the 
force due to jet impact and hence a reduction in the power 
produced whereas Fig. 7 indicates that the reduction in the jet 
impact force is dominated by the effect of a lower angle of 
attack. Hence at a = 24 deg, the runner with diameter ratio 
0.68 is more efficient than the runners with diameter ratios of 
0.60 or 0.75. 

A summary of the effect of number of blades on the per
formance of the turbine is presented in Table 1. This table 

02-
015 

- t r -

025 03 036 0.4 0.45 
Discharge Manometer Readng, Hq (m) 

055 

Fig. 10 Sensitivity of the total head to the fitted equation 

Speed We 

Most Ptob Estimate C tower L n Estimate * UppH Lim Estimate 

Fig. 11 Sensitivity of the efficiency to the combined effect of curve-
fittings 

indicates a significant improvement in the performance of the 
turbine as a result of increasing the number of blades either 
from 15 to 20 or from 20 to 25. This may be explained by the 
fact that an increase in the number of blades results in more 
energy transfer between water and the turbine blades. 

Uncertainty and Sensitivity Analysis 

' The uncertainty estimates are based on the sensitivity anal
ysis. The sensitivity analysis is performed at 99 percent con
fidence limits for the coefficients in the fitted equations. All 
nozzle-runner combinations reported in Figs. 4 through 8 are 
used for the uncertainty analysis. Table 2 lists the coefficients 
of the fitted equations and their 99 percent confidence limits. 

The lower and upper limits of 99 percent confidence limit 
were used to compute the lower bound and upper bound es
timates of the dependent parameters Q and H. The lower and 
upper limits for the specific weight of water are entered from 
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standard tables for properties of water assuming an uncertainty 
of ± 0.5 °C in the water temperature. Table 3 shows these lower 
and upper bound estimates. 

For the rotational speed (N), the lower and upper bound 
estimates are computed either by actual observation of the 
torque-speed plots or by the lower and upper limits of the 99 
percent confidence limits for the coefficients of the fitted cubic 
curves, at the maximum efficiency point. This actually depends 
on whether the maximum efficiency was at a measured point 
or at an interpolated point, obtained by solving the mathe
matical condition for the maximum efficiency. According to 
this mathematical condition, at the maximum efficiency point 
the BHP is maximum or in other words, the partial derivative 
of the product of torque and speed is zero. These estimates of 
N are substituted in the expressions for brake horsepower at 
the maximum efficiency point and the input horsepower (i.e., 
Equations (2) and (3), respectively). The lower and upper 
bounds of the maximum efficiency are then determined. Table 
4 lists the most probable estimates and the lower and upper 
bound estimates for the maximum efficiency and the corre
sponding rotational speed. 

Figure 10 shows the sensitivity of the straight line fit for the 
total head. The uncertainty is very high at low flow rates. 
Figure 11 illustrates the combined influence of the two fitted 
equations for the flow rate and the total head on the efficiency. 

For the sensitivity plot of the flow rate, both the upper and 
lower bound estimates were overlapping, and hence it is not 
shown here. The sensitivity and analysis for Runner #6 results 
in an uncertainty in the maximum efficiency of - 5.4 to +3.6 
percent. The mean value of uncertainty for all the nozzle-
runner combinations reported in Figs. 4 through 8 is-4.3 to 
3.5 percent. Nevertheless, the uncertainty in either the torque 
or the speed always lies within the limiting values, as recom
mended in the ASME PTC 18-1949 (i.e., ±3 and ± 1 percent, 
respectively). 

Conclusions 
The experiments and data analysis reported in this article 

clearly indicate the significance of the geometric design pa
rameters of the cross-flow turbine on its overall performance. 
This research indicates that the efficiency of the turbine im
proves as the number of runner blades increases from 15 to 
25. The increase in the angle of attack, however, did not im

prove the turbine performance in the range of 24 to 32 degrees. 
Finally, the ratio the inner to the outer diameter of the runner 
was shown to produce a higher turbine efficiency at 0.68 as 
compared to that at either 0.60 or 0.75. 

These results when combined together improve the efficiency 
of the cross flow turbine to a more acceptable range than what 
has been previously reported. This, in combination with the 
fact that the cross-flow turbine is environmentally desirable 
and economical, will provide a means for utilization in small 
hydropower environments. 
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A Correlation of Leakage Vortex 
Cavitation in Axial-Flow Pumps 
Tip clearance flow in turbomachinery can lead to losses in efficiency and stall margin. 
In liquid handling turbomachinery, the vortical flow field, formed from the inter
action of the leakage flow with the through-flow, is subject to cavitation. Further
more, this flow field is complex and not well understood. A correlation of variables 
which predict the vortex minimum pressure has been formulated. Measurements of 
the important variables for this correlation have been made on a high Reynolds 
number (3 x 1(f) axial-flow test rig. The correlation has been applied to the measured 
data and other data sets from the literature with good agreement. An optimum tip 
clearance has been theoretically identified as experiments have shown. Observations 
of cavitation indicate a second vortex originating along the suction side trailing 
edge. 

Introduction 
The relative motion of a blade and the casing requires a 

finite clearance between the blade tip and the end-wall to avoid 
rubbing. The relative motion of the blade tip and the end-wall 
and the pressure difference across the blade tip create the tip 
clearance flow. In the end-wall region, the flow does not receive 
the theoretical momentum increase, and the interactions of 
this tip clearance flow with the incoming secondary flows, 
blade boundary layer, and end-wall boundary layer disturb the 
through-flow in a significant portion of the blade passage, as 
shown schematically in Fig. 1. The tip clearance flow between 
the rotor tip and end-wall intersects the flow over the suction 
side of the blade which has a different magnitude and direction. 
The two flows form a vortex sheet which eventually rolls up 
to form the leakage vortex. 

Axial-flow pumps and compressors are subject to many of 
the same design considerations in regard to tip clearance flows; 
however, in pumps, which are liquid handling machinery, the 
dynamic interaction of the blade tip with the casing boundary 
layer and the leakage flow may lead to cavitation in addition 
to energy losses. Cavitation occurring in the tip clearance flow 
region of an axial-flow pump can be classified into three types: 
gap, blade-end, and leakage vortex cavitation. Gap cavitation 
occurs in the clearance itself due to separation of the clearance 
flow as it travels around the blade end. It is usually prevented 
by rounding the intersections of the leading edge and pressure 
surface with the tip surface (Gearhart, 1966). However, in the 
aero-engine community, where cavitation is not a concern, the 
intersection of the pressure surface and the tip surface is made 
sharp to promote separation and maximize the flow blockage 
in the clearance. Blade-end cavitation occurs at the leading 
edge when clearances are small and is due primarily to the 
stretching of boundary layer vorticity. Leakage vortex cavi-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 30, 1993; revised manuscript received September 15, 1993. Associate 
Technical Editor: A. Prosperetti. 
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Hub-Wall 
Boundary Layer 

Fig. 1 Flowfield in the end-wall region 

tation results from the low pressure region in the vortex formed 
by the interaction of the clearance flow with the through-flow. 
Of the three types, leakage vortex cavitation is the most prob
lematic and least understood. A correlation which predicts the 
inception index for leakage vortex cavitation as a function of 
blade geometry and flow variables would be useful for the 
pump designer and is the motivation for this study. 

Experimental Facilities and Procedures 
The High Reynolds Number Pump (HIREP) facility was 

designed and constructed in order to study tip clearance flow. 
The rig consists of a 1.07-meter diameter axial-flow pump 
coupled with 1.22-meter diameter downstream, regenerative 
turbine in the 1.22-meter diameter by 4.3-meter long test sec
tion of the Garfield Thomas Water Tunnel of the Applied 
Research Laboratory Penn State. The impeller in the lower 
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ARL Penn Stale Garfield Thomas Waler Tunnel

Flg.2 Schematic of 1.22·meter diameter Garfield Thomas water tunnel

loop of the water tunnel provides sufficient energy to overcome
the losses incurred in the rig and the flow loop. A schematic
of the facility is given in Fig. 2. Further details concerning the
HIREP facility and the instrumentation systems are given by
Farrell et al. (1987).

The pump stage consists of inlet guide vanes (laY's) and a
rotor capable of absorbing I MW at a through-flow velocity
of 15 m/s. The hublannulus wall diameter ratio of the rotor
stage is 0.5. The specifications of the rotor tip are as follows:
chord, 206 mm; solidity, 0.43; maximum thickness, 21 mm;
stagger angle, 53.4 degrees; and camber height, 0.2 percent
chord. The thickness distribution is a modified NACA-66 se
ries. The blade section stack-up was nearly radial. The lay's
were approximately one rotor chord length upstream and pro
duced negligible turning at the tip; the rotor tip inflow was
axial. The lay's may have introduced an unsteadiness, dis
cussed subsequently, in the vortex structure and position rel
ative to the rotor blade. Spacers of various thicknesses beneath
the blase bases were used to adjust the tip clearance with the
end-wall. The pump flow coefficient was adjusted by changing
the blade angles on the turbine rotor and turbine inlet guide
vanes.

Fig. 3 Photograph of multiple caVitating vortices at the rotor tip

Cavitation Results
A typical photograph of leakage vortex cavitation in the

HIREP pump is shown in Fig. 3. The location of the vortex
along the blade chord was observed to vary with gap spacing
for constant flow coefficient. For very small gaps the cavitating
vortex was observed to emanate near the blade leading edge,
and for large gaps the vortex moved near the trailing edge.
The cavitation index varied with tip clearance, Reynolds num
ber, and flow coefficient. Desinent cavitation indices were
measured on the HIREP pump rotor for three ranges of flow
coefficient, 1.26-1.28, 1.33-1.35, and 1.37-1.39, and for
through-flow velocities of 7.9,9.4, and 11.0 m/s. These ranges
of flow coefficient bracket the design value of 1.33.

The data showed a decrease in cavitation index with de
creasing levels of gas content, as determined by the van Slyke
apparatus. A procedure was developed to account for the air
content effects so that cavitation data obtained at different air
content levels could be compared on the same basis (see Billet
and Holl, 1981; and Holl, 1960). Cavitation indices for Blade
A are presented in Fig. 4 before and after the air content
correction procedure was applied.

The values of leakage vortex cavitation index obtained for
this experiment are given for three rotor blades in Figs. 4, 5,
and 6 as a function of the ratio of tip clearance to maximum
tip thickness, A. Note that the cavitation index reported is
normalized by a dynamic pressure based on the tip speed. The
static pressure was measured at the pump stage inlet. For the

Nomenclature

A projected tip surface area; 1m maximum tip thickness p fluid density
empirical constant U tip speed (] desinent cavitation index,

A p pump annulus area Vx through-flow velocity (Pa> - Pv)1 I12pU2

c blade tip chord WI inlet relative velocity at tip cf> flow coefficient, VxA plnD 3

CPmin
minimum pressure·coeffi- Wa> free-stream relative velocity or (VxIU)A p1TID2

cient, (Pmin - Pa»/ll2pU2 at tip (outside boundary t vortex core radius over
CLo tip left coefficient at zero layer) maximum tip thickness, rei

clearance condition y contour path coordinate for tm
CLtip tip left coefficient, tip lift! line integral

Subscripts1I2pW;,A E = tip clearance over tip chord,
D pump rotor diameter hlc 0 zero-clearance value
h tip clearance r circulation v leakage vortex; normaliza-
ks empirical constant K - correction factor for air tion by Il2p V;
K retained lift fraction content level effects when sec secondary flow
n rotational speed (rev/s) scaling model data scrape scraping vortex formed on

P v vapor pressure A tip clearance over maximum pressure side
Pa> static pressure tip thickness, hltm shed free vorticity shed from ra-

re vortex core radius IJ = kinematic viscosity tor blade
Ree blade tip chord relative ~ coordinate along vortex tip blade tip section

Reynolds number, W""cIIJ sheet w normalization by 112p W;,
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Fig. 6 Cavitation index versus clearance for blade C 

low and medium flow coefficient ranges, the curves show a 
minimum occurring near X = 0.2. An optimum tip clearance 
for cavitation performance was also noted by Rains (1954), 
Mitchell (1958), and Shuba (1983). Janigro and Ferrini (1973) 
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Fig. 7 Cavitation index versus flow coefficient for X = 0.08 and X 
0.17 

noted a similar relationship with tip clearance in the cavitation 
performance of inducers evaluated by Acosta (1958) and Hen
derson and Tucker (1962). Mitchell and Shuba noted that for 
clearances less than X = 0.15, gap cavitation was observed, 
and for clearances greater than X = 0.15, leakage vortex cav
itation was observed for all clearances. For the present data, 
leakage vortex cavitation was the limiting form for all tip 
clearances tested. From X - 0.2 to X = 0.3, the cavitation 
index generally increased. From X = 0.3 to X — 0.5, the 
cavitation index exhibited blade-to-blade variability; two of 
the blades showed a decrease while one showed an increase. 
In the limit as the tip clearance is increased, all of the tip lift 
is shed into the trailing vortex, and none is retained at the end-
wall. The cavitation index should then asymptotically approach 
a value representative of a unshrouded pump, i.e., no casing. 
In Fig. 7, the cavitation data are presented as a function of 
flow coefficient for tip clearances X - 0.08 and X = 0.17. 
The leakage vortex cavitation is more sensitive to flow coef
ficient for smaller clearances. 

Model Development 
Classical cavitation theory, which ignores bubble dynamic 

effects, states that cavitation will occur when the local pressure 
is equal to the vapor pressure. For a Rankine vortex, the 
minimum pressure is given by 

|2 

CP . = - 2 
2-wrcU 

(1) 

Inherent in Eq. (1) is the assumption that the vortex roll-up 
is complete, i.e., all of the vorticity is in the vortex core. 
Observations of the flow field and cavitation indices of a tip 
vortex by Stinebring, Farrell and Billet (1991) showed clearly 
that the minimum pressure of a trailing vortex occurs in the 
formation region, while some vorticity remains outside the core 
region. The validity of using this relationship in the correlation 
model will be discussed. Observations from the present data 
and the literature show that the cavitation index is a function 
of geometrical and flow parameters: tip clearance, blade chord, 
blade thickness, flow coefficient, tip left coefficient, rotational 
•speed, end-wall boundary layer ( W\), and the Reynolds num
ber. The circulation and vortex core size must be determined 
as a function of these parameters. 

Vortex Circulation. The circulation in the leakage vortex 
is comprised of vorticity generated and shed near the tip: 

r.= Eri.«»$-(g) J C*y T I sec + 1 scraping + . (2) 

The first term above represents the free vorticity shed from 
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blade tip and is the dominant term in the equation. Usually 
the clearance is large enough and the turning small enough so 
as not to generate strong secondary vorticity. In fact, the sec
ondary vorticity was found to be an order of magnitude less 
than the shed vorticity in the pump used by Shuba (1983). The 
size of the tip clearance also minimizes the scraping vorticity 
which forms on the pressure side of the blade. A secondary 
vortex which feeds into the large leakage vortex was visible 
from the cavitation photographs, Fig. 3. However, based on 
cavitation inception data for this vortex, it appears that its 
circulation is significantly less than the circulation in the leak
age vortex, and thus it is not considered in the model. This 
vortex appears to be formed by the separated flow at the trailing 
edge of the blade. Thus free vorticity is the dominant term of 
the right-hand side of Eq. (2). 

Lakshminarayana and Horlock (1962) suggested that only 
part of the blade's bound vorticity is shed downstream into 
the tip leakage vortex. The fluid in the clearance experiences 
a lift force as shown by measurements of static pressure on 
the end-wall in cascade with tip clearance (Lewis and Yeung, 
1977; Yarasetal., 1988; and Yaras and Sjolander, 1989). Inoue 
et al. (1986) measured the circulation in the tip leakage vortex 
for a compressor rotor. For smaller clearances a larger fraction 
of the blade lift was retained at the end-wall, while for larger 
clearances, the blade lift was shed as circulation in the tip 
leakage vortex. 

To quantify the shed lift effect, the value of lift on the blade 
tip was measured as a function of tip clearance. The outer ten 
percent of the rotor blade span was instrumented with a two-
component force balance. The tip lift was measured as a func
tion of flow coefficient and tip clearance. The present data 
showed good agreement with the empirical correlation of Lewis 
and Yeung (1977) and the measured data of Yaras and Sjo
lander (1989), while Lakshminarayana's (1970) cascade rela
tion over-predicted the retained lift as illustrated in Fig. 8 for 
large clearances. Using the relation of Lewis and Yeung (1977), 
the circulation shed from the blade tip section can be expressed 

[\iP. iM = CLoW)W1-[l-e- (3) 

Laser velocimetry was used to measure the tip inlet, exit, 
and clearance flows at several axial locations. Surveys of the 
exit flow provided data relative to the leakage vortex circulation 
and core size. Figure 9 shows a comparison of Eq. (3) above 
with the vortex circulation values determined from the laser 
data. The scatter in the LV data is attributed to the spatial 
wandering or meandering of the vortex (Baker et al., 1974; 
Straka and Farrell, 1991). While this effect on the circulation 

0.6 

0.4 

0.2 

0.0 

i ' • • ' i ~ 

V„=I1 m / s 

•=1 .33 

using correlation of Lewis ond Yeung f1 9771 
using correlation of Lewis and Yeung (1 977) with k,°<0.t8 
loservelocimetryrr 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 

dimensionless clearance, A 

Fig. 9 Vortex circulation versus clearance 

cannot be quantified, it is estimated from the analysis of the 
data by Straka and Farrell (1992) that it is smaller than the 
effect on the vortex core size and velocity distribution. The 
movement of the vortex through the LV control volume has 
the erroneous effect of enlarging the vortex core size and re
ducing the magnitude of the maximum tangential velocity. 

Equation (3) underestimates the total circulation in the leak
age vortex in spite of the total roll-up assumption, however 
the trend appears to be correct. Additional shed circulation 
exists due to the spanwise loading gradient and is a measure 
of the amount of span at the tip involved in the process. This 
additional circulation can be correlated with an averaged tip 
circulation, r0). which can be expressed as 

far 
T„ = dy = T tip, shed + ksT0 (4) 

In the present investigation, the constant ks can be determined 
explicitly. 

Vortex Core Size. The expression for the minimum pres
sure of a vortex requires knowledge of the vortex core size as 
a function of the tip lift coefficient, the tip clearance, and the 
location of minimum pressure along the blade chord. Borrow
ing from Rains (1954) and using Lakshminarayana's and Hor
lock's (1962, 1967) assumption that the sheet radius and core 
radius are equal, Shuba expressed the resultant leakage vortex 
core radius as 

- 0 . 8 5 / ^ rc = 0.14e" L t ip, shed 
)°-4 2 5(£/c)0-8 2 5 

(5) 

Shuba, however, provided no experimental verification of the 
above. 

Figure 10 compares the time-mean vortex core radius, as 
measured with the laser velocimeter as a function of the di
mensionless tip clearance, with values calculated from Shuba's 
expression above. The measured vortex size was found to de
crease with increasing tip clearance, contrary to Eq. (5). In
tuitively, the vortex core size would scale with the clearance, 
since the clearance is a length scale for the leakage flow; and 
this was the observation of Storer and Cumpsty (1990) in a 
turbine cascade. 

Several phenomena occurred which may explain this trend. 
First, as shown in Fig. 3, a secondary vortex was generated 
on the rotor blade suction side. The roll-up of this vortex with 
the leakage vortex appeared to be partially responsible for the 
increase in the unsteadiness of the core. The two vortices in
tersected at the blade trailing edge, just upstream of the LV 
measurement locations, 13 and 68 mm downstream of the rotor 
trailing edge. The secondary vortex generated appears to have 
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Fig. 11 Correlation model predictions compared to present data for 
several flow coefficients 

a substantial influence on the stability of the leakage vortex 
system. For smaller tip clearances, the upstream end of the 
leakage vortex formed near the leading edge of the blade. Thus 
the two corotating vortices originated nearly a blade tip chord 
apart, and their initial interaction near the tip trailing edge 
may have formed a large diameter structure. Observations of 
the cavitating vortices showed that their axes intersected at a 
large included angle and confirmed the enlargement phenom
enon which was observed with the LV. For large tip clearances, 
the two vortices originated near the same location at the trailing 
edge of the blade, and the leakage vortex did not appear to 
change drastically in structure. 

Second, the vortices generated with small tip clearances wan
dered or meandered substantially, probably due to inlet flow 
distortions from upstream vanes, ingested freestream turbu
lence, and/or the instability of the vortex sheet. The wandering 
phenomenon distorts the vortex as measured with the laser 
velocimeter as mentioned earlier; the core size is enlarged and 
the maximum tangential velocity is reduced (Baker et al., 1974, 
Straka and Farrell, 1992). Straka and Farrell (1992) analyzed 
the effect of vortex wandering on the present LV data with a 
numerical model of the phenomenon. Even with the large 
uncertainty concerning the characteristics of the wandering 
motion, the vortex cores were shown to be substantially en
larged, as shown in Fig. 10. 

Shuba's (1983) correlation for the vortex core radius yields 
values which are smaller than the measured data at larger 
clearances, where the LV core measurements are probably the 
least effected by the interaction and wandering phenomena 
discussed above. In a similar manner as the retained lift, the 
vortex core radius can be expressed as 

= ( ! - < ? - ' c A-oo- (6) 

For the present investigation, the leakage vortex core radius 
at the largest tip clearance is taken as the estimator for /•c,/,_oo, 
since we believe it to be least affected by the multiple vortex 
interaction and wandering phenomena. The present database 
is insufficient to determine a relationship for rCth^„ as a func
tion of the tip lift coefficient and the tip geometry. However, 
for the unshrouded pump condition, it is postulated that the 
leakage vortex core size is weakly dependent upon the tip lift 
coefficient and strongly dependent on the tip geometry and 
Reynolds number. Based on the measured cavitation indices, 
changes in the operating flow coefficient do not substantially 
affect the cavitation performance, except for small clearances 
(Fig.7). Moreover, the flow coefficient affects the circulation 
in the vortex directly. Therefore, the assumption of a weak 

relationship between core size and tip lift coefficient is rea
sonable. 

McCormick (1962) and Gearhart and Ross (1983) noted the 
dependency of the cavitation index on the Reynolds number 
in scaling vortex cavitation data. McCormick emphasized that 
the vortex core radius is comprised principally of the pressure 
side boundary layer flow. For a flat plate turbulent flow, the 
boundary layer thickness is inversely proportional to the Reyn
olds number raised to the one-seventh power. The length scale 
for the leakage flow is proportional to the chord length, c. 
Thus, for an empirical approximation applying to conventional 
axial-flow pumps, the vortex core radius can be expressed as 

rCh^a = AcRe;l/1 (7) 

where A is a constant. The value of A — 0.36 was determined 
by applying Eq. (7) to the LV measurements of vortex core 
radii, corrected for wandering. Equation (7) was then applied 
to the other data sets using the appropriate chord length and 
Reynolds number. 

Vortex Minimum Pressure. A correlation model of leakage 
vortex cavitation can be formed by substituting the expressions 
for the leakage vortex circulation (Eq. (4)) and the vortex core 
size (Eqs. (6) and (7)) into the expression for the minimum 
pressure in the vortex: 

> . ( 1 ~-14" ' " ' ' -1 2 

1TT2A2 
C4 

-e-Ue) + Wasks 

(1- -6\ )U Ret (8) 

Equation (8) contains all of the known parameters which in
fluence the leakage vortex cavitation index: tip clearance, blade 
chord, blade thickness, flow coefficient, tip lift coefficient, 
rotational speed, end-wall boundary layer (Wx), and the Reyn
olds number. The factor K accounts for effects of air content 
level. 

Since the velocity distributions of the leakage vortices were 
measured with the laser velocimeter, the total circulation is 
known, and thus the constant ks = 0.18, which was correlated 
with the two-dimensional circulation of the tip section r0, is 
known a priori. However, for other data sets from the liter
ature, where measurements of the leakage vortex flow field 
are not available, the same value of ks = 0.18 was used and 
found to correlate the data. 

Application. The results of applying the correlation model 
to the High Reynolds Number Pump are illustrated in Fig. 11 
for the three flow coefficient ranges tested. The model predicts 
the existence of an "optimum" clearance at A = 0.2. As small 
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clearances less than X = 0.15 are approached, the correlation 
predicts increasing values of the cavitation index. However, 
from the data, this trend is a strong function of flow coefficient 
as shown in Fig. 7. Blade tip static pressure measurements 
indicate that the a-4> trend at small clearances was not due to 
the change in tip lift coefficient alone; the scraping vortex was 
suggested as a contributor. Further, measurements of blade 
tip surface pressures indicate the existence of a critical gap 
Reynolds number between X — 0.07 and X = 0.16, which 
separates two regimes for the leakage flow. At small clearance 
values, the leakage flow should be modeled using a potential 
flow analysis; for larger clearances values, a viscous flow model, 
as presented in this paper, is appropriate. Thus for small clear
ances, Eq. (8) is not applicable. The ability of the model to 
account for changes in Reynolds number can be evaluated in 
Fig. 12. The predicted spread in the cavitation index over the 
limited velocity range compares well with the experimental 
data. When scaling model scale cavitation data to a larger scale 
pump, the correlation of Eq. (8) collapses to 

Oiarge scale = ^model scale(Reqarge s c a , / R e c m o d d s c a l e) «• (") 

In the investigation of Shuba (1983), the tip lift and vortex 
core size were not measured. Equation (8) was used to calculate 
an estimate for /•<•,/,_ oo- The tip lift coefficient was obtained 
from the design database. Similar to the treatment of the HI-

REP data, additional circulation was included in the corre
lation model; a value of ks = 0.18 was used. The correlation 
results and the data are shown in Fig. 13 for the conditions 
Vx/U = 0.877 and 836 rpm. The correlation predicts a shal
lower cavitation bucket compared to the present HIREP data, 
and the trend compares well with the experimental data. Note 
that for normal operating clearances in the range of 0.1 to 0.2 
(dimensionless), the correlation does very well. 

The correlation model of leakage vortex cavitation was also 
applied to the experimental investigation of Mitchell (1958). 
Howell's cascade correlations were used to estimate a tip lift 
coefficient for the circular arc blades. The vortex core radius 
at infinite gap was calculated from Eq. (7), and ks = 0.18 was 
used to include additional circulation in the model. The cor
relation model generally overpredicted the cavitation indices 
for the conditions Vx/U = 0.8 and 750 rpm, as shown in Fig. 
13, except near X = 0.2. The trend appears reasonable, how
ever. 

The data of Rains (1954) was used as a final application of 
the correlation model as shown in Fig. 13. Using the tip lift 
coefficient given by Rains and a value of /•<•,/,_,» from Eq. (7), 
the cavitation indices were calculated at the design flow coef
ficient, Vx/U = 0.45 and 600 rpm. Again using a value of ks 
= 0.18, the model underpredicted the data for large clearance 
values. 

Conclusions 
The cavitation and tip flow studies of a high Reynolds num

ber axial-flow pump have provided useful insight into the phys
ics of the tip clearance flow. A correlation model of flow and 
geometrical parameters has been formulated for the prediction 
of leakage vortex cavitation by the pump designer, and is 
simplified below: 

r/sO.0977 KC2
LQ 

W,(l- £) +0.18 Wx 

(1-e" )U 
Re 0.29 (10) 

As a result of this investigation, a number of conclusions 
can be made: 

1. Leakage vortex cavitation was observed for all tip clear
ances tested. The location of the cavitating vortex origin moved 
along the chord line, depending on the size of the tip clearance. 

2. The leakage vortex flow field was further complicated 
by the interaction of another vortex at the suction side trailing 
edge tip. The cavitation index of this vortex is substantially 
less than the cavitation index of the leakage vortex. 

3. The highest measured cavitation indices were observed 
for the smallest tip clearances. Generally, cavitation minima 
occurred near X = 0.2. 

4. Laser velocimeter measurements indicated that the cir
culation shed from the blade tip (outer ten percent span) did 
not account for all of the circulation in the leakage vortex, 
even though roll-up was not complete. An additional value of 
0.18 T0 appears to correlate the data. 

5. The correlation model presented in Eq. (8) simplifies to 
a simple Reynolds number scaling relationship in Eq. (9) when 
projecting large scale cavitation performance from model scale 
tests. The Reynolds number dependence arises from the pres
sure side boundary layer flow passing through the clearance 
and rolling-up into the leakage vortex. 

6. The applicability of the model is limited to clearances 
greater than approximately X = 0.1, but this covers normal 
operating clearances for pumps. For smaller clearances, a po
tential model of the leakage flow is more appropriate. 

Uncertainty 
The uncertainty associated with the measurements reported 

herein are as follows: a, ±5%; CL, +2%; Vx, ±1%, U, 
±0.5%; and h, ±0.1 mm. The effect of the vortex wandering 
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on the laser velocimetry measurements of vortex core size and 
circulation is significant and has been discussed previously. 
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Rotordynamic Effects of the 
Shroud-to-Housing Leakage Flow 
in Centrifugal Pumps 
The fluid/shroud interaction forces acting on a pump impeller that is precessing 
around the housing centerline, are computed and the rotordynamic coefficients 
deduced. The numerical procedure utilized is an upgraded version of a finite-element-
based perturbation model, initially devised for simple see-through annular seals. 
The computational model accounts for the complex flow structure in the shroud-
to-housing secondary flow passage, which includes a tight-clearance face seal. The 
model also facilitates the mutual interaction between the primary and secondary 
flows near the impeller inlet and discharge stations. The numerical results are com
pared to existing experimental data, as well as the results of a simpler and widely 
used numerical model. Sources of discrepancies between the numerical results are 
identified, and a comprehensive assessment made in light of the experimental data. 

Introduction 
Frequent mechanical failure of turbomachinery rotating 

components, due to fluid-induced vibration, has been reported 
over the past two decades. The most common instability mech
anism in this case is one where the impeller whirls around the 
housing centerline at a subsynchronous whirl frequency (e.g., 
Childs and Moyer, 1985). Serious efforts are now being devoted 
to the development of reliable predictive tools for capturing 
the dynamics of fluid-encompassed rotors and testing ways to 
enhance the fluid restoring forces. 

Rotordynamic forces on shrouded pump impellers have par
ticularly been the subject of an increasing number of experi
mental and numerical investigations. Of the experimental 
studies, those by Bolleter et al. (1989) and Guinzburg et al. 
(1993) are perhaps the most comprehensive. In both cases, the 
fluid-exerted forces were reported to have a more or less par
abolic dependency on the impeller whirl frequency. This de
pendency was approximated with a least-square fit to obtain 
the direct and cross-coupled stiffness, damping and inertia 
coefficients of the fluid/shroud system. 

Perhaps the simplest, and most popular, numerical tool in 
this area is the bulk-flow model devised by Childs (1983). This 
model was later upgraded (Childs, 1989) and used to compute 
the rotordynamic coefficients of two leakage-passage config
urations, both corresponding to the same impeller geometry 
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and operating conditions. Results of this study were compared 
to the experimental data by Bolleter et al. (1989). More detailed 
models of the fluid/rotor interaction problem have also been 
reported by Tarn et al. (1988) as well as Dietzen and Nordmann 
(1988). However, attention in these two studies was focused 
on simple annular seals and journal bearings. 

The current study is the first such attempt, known to the 
authors, where a full-scale unsplit secondary passage of a pump 
stage is under investigation within a framework which tolerates 
such real flow effects as separation and recirculation. The study 
is an extension of the model previously published by Bask
harone and Hensel (1991a) for a simple untapered annular 
seal. The idea of utilizing segments of the primary flow passage 
in defining the computational domain (Fig. 1) was first outlined 
(also by Baskharone and Hensel, 1989) as a means of facili
tating the calculation of the primary/secondary flow inter
action effects. However, the published analysis, then, merely 
presented the idea, but treated the secondary flow as strictly 
laminar and, as a result, had no appreciable engineering value. 
The current study is, therefore, one which expands previously 
devised ideas, by the authors, and applies the outcome to a 
traditionally complex problem for which an equally detailed 
solution is simply non-existing. 

Analysis 
Figure 1 shows a schematic of a hydraulic pump stage, with 

a face seal as a leakage-control device (Bolleter et al., 1989). 
Shown on the same figure is the computational domain for 
solving the centered-rotor (zeroth-order) flow-governing equa
tions. In addition to the secondary shroud-to-housing flow 
passage, the selected domain also includes two primary-flow 
segments, which are naturally connected to the secondary pas
sage near the impeller inlet and discharge stations. The ob-
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Fig. 1 Definition of the computational domain 

Fig. 2 Finite-element discretization model for the centered-impeller 
operation mode 

jective here is to alleviate the need for specifying, assuming, 
or iteratively obtaining the secondary-passage inlet flow con
ditions. Of these common choices, Childs, for instance, has 
reportedly utilized the iterative approach', whereby the sec
ondary passage was isolated, and the flow solution iteratively 
obtained under the condition that the streamwise pressure dif
ferential, across the passage, is identical to that across the 
impeller (Childs, 1989). Such approach is understandably ap
propriate, considering that the secondary flow in this case is 
treated as one layer with no cross-flow gradients taken into 
account. However, this and any other equivalent simplifica
tions would fall between insufficient and inadequate in the 
current detailed flow model where inlet and exit velocity pro
files will also have to be prescribed, should the passage be 
isolated. Contouring the computational domain in the manner 
seen in Fig. 1 has the effect of converting the secondary passage 
inlet and exit flow conditions into internal variables to be part 
of the numerical solution. Note that the passage inlet and exit 
swirl profiles, which have a predominant effect on the impeller 
stability, are included among these variables. 

Figure 2 shows the finite-element discretization model which 
was created for the centered-rotor operation mode. The model 
is composed of non-overlapping nine-noded bi-quadratic ele
ments of the Lagrangian type (Zienkiewicz, 1971). These ele
ments are generally curve-sided, a feature which had a highly 
favorable effect in matching the domain boundaries. Intensity 
of the finite elements are, by reference to Fig. 2, much higher 
in regions where pronounced gradients of the flow thermo-
physical properties are anticipated. 

Flow-Governing Equations. In order to eliminate the flow 
field time-dependency, that is imparted by the impeller whirling 
motion (Fig. 3), the flow conservation laws are cast in a frame 
of reference that is attached to the rotor, being the impeller-
shroud assembly, and whirls with it. The time-averaged flow 
equations, now expressed in terms of relative velocity com
ponents, include such terms as the Coriolis and centripetal 
acceleration components. These equations, as well as their 
finite-element equivalent, were previously published by Bask-
harone and Hensel (1991b). The published model also con
tained a modified version of Baldwin and Lomax turbulence 
closure (1978). 

Boundary Conditions. Referring to the flow-permeable 

CENTERED-IMPELLER OPERATION MODE WHIRLING IMPELLER OPERATION MODE 

Fig. 3 Distortion of the shroud-to-housing finite element assembly due 
to the impeller whirl 

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116 / 559 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



boundary segments in Fig. 1, the boundary conditions over 
these segments are as follows: 

(/) Stage Inlet Station. This is the boundary segment a-b 
in Fig. 1, which is located sufficiently far upstream from the 
impeller. Fully developed flow is assumed at this location, 
giving rise to the following boundary condition: 

dz dz dz 
In addition, the stage-inlet static pressure is specified at the 
node midway between the endwalls on this station. 

(ii) Impeller Inlet and Exit Stations. These are labeled c-
d and e-f in Fig. 1. Fixed profiles of the velocity components, 
corresponding to the stage operating conditions, are imposed 
over these boundary segments. Note that the operating con
ditions here involve the primary impeller passage, and do not 
include the secondary mass flow rate. 

(Hi) Stage Exit Station. The flow behavior at this station 
(designated g-h in Fig. 1) is viewed as predominantly confined 
to satisfying the mass and angular momentum conservation 
equations in a global sense. In their derivative forms, these 
can be expressed as follows: 

— =-— and 2 ^ = 3 
dr r dr r 

These two boundary conditions are linear and are, therefore, 
introduced non-iteratively in the numerical solution process. 
Moreover, a zero normal derivative of Vz is imposed over this 
station, and the stage-exit static pressure is specified at the 
computational node midway between the endwalls. 

As for the solid boundary segments in Fig. 1, namely those 
of the housing and shroud as well as the hub surface segment 
b-d, the no-slip boundary condition applies as follows: 

j / . = 0, Vz = 0 and Ve = C 

where C is equal to (wr) and zero for rotating and nonrotating 
boundary segments, respectively. 

Perturbation Model. As the impeller enters the whirling 
motion depicted in Fig. 3, the flow properties including, in 
particular, the shroud pressure distribution, assume nonaxi-

symmetric patterns. The current perturbation model perceives 
such deviation, from that of the centered-impeller, as the result 
of infinitesimally small distortions in the finite-element grid 
due to the eccentricity "e" of the impeller axis of rotation 
(Fig. 3). Expansion of the flow-governing equations, in their 
finite-element form, as functions of "e" is then carried out 
and, in the end, gives rise to the differential changes of the 
flow variables. Of these differential changes, those associated 
with the shroud pressure distribution are then isolated and 
integrated over the entire shroud surface. The result in this 
case is the rate, with respect to e, at which the fluid reaction 
forces (restoring or aggravating) are exerted on the shroud. 
The fluid/shroud interaction forces are then analyzed at var
ious whirl frequencies to determine the stiffness, damping and 
inertia coefficients with which the fluid contributes to the 
shroud whirling motion. 

Aside from the different geometry and boundary conditions 
in the current study, the perturbation model just described is 
virtually identical to that by Baskharone and Hensel (1991a) 
where the much simpler case of a straight annular seal was 
analyzed. However, since the basic approach development has 
already been published, and for the sake of compactness, the 
interested reader is referred to the two "companion" papers 
by Baskharone and Hensel (1991a, 1991b). 

Results and Discussion 
A centrifugal pump stage, which was the subject of rotor-

dynamic measurements by Bolleter et al. (1989), was chosen 
as a test case in the current study. This is schematically shown 
in Fig. 1, and has been previously selected for rotordynamic 
analysis by Childs (1989). The stage dimensions and operating 
conditions were reported by Bolleter et al. (1989) as follows: 

Impeller tip radius = 175 mm 
Impeller outlet width = 28 mm 
Impeller speed = 2000 rpm 
Working medium is water at 30°C 
Volumetric flow rate= 130 1/s 
Total head = 68 m 
Reynolds' number (based on the tip speed 

and radius = 8.02 x 106 

Figures 4, 5, and 6 present the most significant features of 

FACE SEAI, 

IMPELLER T H ' 

Fig. 4 Vector plot of meridional velocity component for the centered-
impeller operation mode 
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Fig. 5 Distribution of the non-dimensional swirl velocity component at 
the leakage-passage inlet station 

HOUSING SHROUD 

1.0 | . I 

Fig. 6 Distribution of the non-dimensional swirl-velocity component at 
the face-seal inlet station 

the centered-impeller flow structure in the secondary passage. 
The complexity of this flow field is most apparent in Fig. 4, 
which is a vector plot of the meridional velocity component 
in the shroud-to-housing passage. The flow pattern in this 
figure is characterized by massive separation and recirculation 
zones in virtually all segments of the passage. This character
istic is the result of the flow tendency to migrate radially out

wards near the "spinning" shroud (due to the locally high 
centrifugal force and the flow viscosity), which is opposed by 
the tendency to proceed radially inwards near the housing (due 
to the static pressure differential across the flow passage). Such 
flow behavior is generally consistent with experimental obser
vation (e.g., Guelich et al., 1987), but was never part of a 
rotordynamic analysis to the authors' best knowledge. Equally 
important are the swirl velocity profiles in Figs. 5 and 6 at the 
leakage-passage and the seal inlet stations (Figs. 5 and 6, re
spectively). This is due to the well-established fact that the 
flow swirl in the leakage passage acts as a major destabilizing 
factor. Examination of the cross-flow swirl velocity distribu
tions in Figs. 5 and 6 reveals significantly large boundary layer 
thicknesses at the solid walls, with a rather narrow "core flow" 
region as the flow passage contracts just upstream of the face 
seal (Fig. 6). The relatively small value of the swirl velocity in 
Fig. 6 is a natural outcome of the "no-slip" condition that 
prevails at the shroud surface, giving rise to a swirl velocity 
which is relatively small at this radial location by comparison. 

Prior to the full-scale execution of our perturbation model, 
a grid-dependency study was conducted. The independent vari
able here was the number of computational planes in the cir
cumferential direction (Fig. 3), whereby the fluid-exerted forces 
at an arbitrarily fixed whirl-frequency ratio (fi/co) of 0.3, were 
monitored. Results of this numerical experimentation phase 
are shown in Fig. 7 in the form of tangential and radial com
ponents of the net shroud force. The figure clearly shows that 
the force trends begin to level out for a circumferential plane 
count of 9. As a result, the impeller rotordynamic analysis was 
conducted in its entirety using this value in a compromise 
between the precision of the numerical results, on one hand, 
and the consumption of computational resources, on the other. 

Results of the perturbation analysis, as fluid-exerted forces 
on the shroud, are shown in Fig. 8 for a range of whirl fre
quency ratio (fi/w) between -1.25 and +1.25. The fluid-
exerted forces in this figure, as well as Fig. 8, are nondimen-
sionalized in the same manner proposed by Bolleter et al. 
(1989), namely: 

dFe 

Trrfpb,o)2 

where e is the orbit radius of the impeller axis (Fig. 3), r, is 
the impeller tip radius, b, is the impeller outlet width, p is the 
fluid density, and w is the shaft angular speed (in rad./s). 
Reproduced on the same figure are the experimental meas
urements of Bolleter et al. (1989), and the forces computed by 
Childs (1989) using a bulk-flow perturbation model. Of these, 
Childs' results are shown for pre-imposed inlet swirl values of 
0.5 and 0.6 of the impeller tip speed. The reader is reminded 
that this ratio, in the current computational procedure, is 
treated as unknown to be produced in the solution of the 
zeroth-order flow field, and that our computed average value 
is, by reference to Fig. 6, 0.526 of the impeller tip speed. As 
seen in Fig. 8, the bulk-flow model produces rather sharp force 
fluctuations, initially thought of as resonance-like, for the 
elevated inlet swirl ratio of 0.6, within a narrow range of whirl-
frequency ratio around 0.3. These fluctuations are neither con
firmed by the current results nor the experimental data. The 
fact that such drastic change in the force trends corresponds 
to modest changes in the inlet swirl ratio, by comparison to 
the smooth flow trends obtained for a swirl ratio of 0.5 (Fig. 
8), was equally surprising. However, the point should be made 
that the seal-inlet swirl velocity in Childs' study was signifi
cantly higher than (roughly double) the computed value in the 

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116 / 561 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



"i 
c 

•i 2.4 -
z 
o 
K 2.2 -
z 
w 
3 2.0 -

1.6 -

1.2 - ^*»^_ ^ ^ " — " ~ 

1.0 - ^^**—•—- — — - — — — . 

0.8 I I I 1 !- 1 1 1 1 1 1 1 
S 6 7 8 9 10 

NUMBER OF COMPUTATIONAL PLANES 
IN T H E CIRCUMFERENTIAL DIRECTION 

Fig. 7 Dependency of the fluid-exerted forces on the grid resolution 
in the circumferential direction 
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Fig. 8 Comparison of the shroud forces with experimental and nu
merical data 

current study (Fig. 6). Knowing that the seal-inlet swirl velocity 
deviation, between the two numerical studies, grows even wider 
as the leakage-passage inlet swirl velocity is elevated, it would 
perhaps be natural to expect the type of disagreement between 
the two sets of results, as seen in Fig. 8. 

Next, the direct and cross-coupled stiffness, damping and 
inertia (added mass) coefficients of the fluid/shroud interac
tion were computed. The computational procedure here is es
sentially equivalent to that previously outlined by Baskharone 
and Hensel (1991a) for an annular seal problem. The calculated 

Table 1 Comparison of the impeller rotordynamic coeffi
cients with experimental and numerical data 

K (MN/m) 
k (MN/m) 
C (Ns/m) 
c (Ns/m) 
Af(kg) 
m (kg) 

Current 
Perturbation 

Model 

-0.268 
0.165 

1640.8 
2916.3 

5.034 
3.035 

Exp. data 
(Bolleter et 
al., 1989) 

-0.500 
0.600 

2570 
7610 

29.6 
10.800 

Bulk-flow model 
(Childs, 1989) 

Inlet-swirl 
ratio = 0.5 

-0.042 
0.288 

2020 
2290 

8.96 
-0.009 

rotordynamic coefficients are shown in Table 1 versus the 
experimental results of Bolleter et al. (1989) and the numerical 
results of the bulk-flow model (Childs, 1989). Of these the 
results by Childs correspond to an externally-prescribed leak
age-passage inlet swirl ratio of 0.5 which, by reference to Fig. 
8, gives rise to smooth trends of the fluid reaction force com
ponents. Referring to Table 1, it seems that the bulk-flow 
model significantly underestimates the direct stiffness and cross-
coupled inertia coefficients, particularly the former. Other
wise, the rotordynamic coefficients produced by the two per
turbation analyses appear to be of comparable magnitudes. 

In appraising the current numerical results in Table 1, the 
fact should be emphasized that a significantly better agreement 
with the experimental data was not initially anticipated. Despite 
our success in incorporating (to a reasonable extent) the pri
mary/secondary flow interaction within the pump stage (Fig. 
1), it is the intolerance of our perturbation model to the force 
contributions of the impeller primary flow which led to such 
modest expectations in the first place. These contributions were 
independently confirmed, by Ohashi and Shoji (1984) and Jery 
et al. (1984), to be comparable to those developed in the sec
ondary flow passage. Consider, for example, the newly-com
puted and measured stiffness coefficients in Table 1. As 
reported by Adkins (1985), the impeller primary-flow contri
butions to these coefficients may be as high as one half of their 
measured magnitudes. Examination of Table 1 reveals that the 
ratios of computed-to-measured stiffness coefficients are very 
much consistent with Adkin's observation. 

Concluding Remarks 
A perturbation model, originally devised for simple annular 

seals, has been upgraded and applied to the problem of fluid/ 
shroud interaction in a typical pump stage. The computed 
rotordynamic coefficients are compared to existing experi
mental and numerical data. Comparison of the computed ro
tordynamic coefficients with experimental measurements 
revealed that the former coefficients are commonly less in 
magnitude than their experimental counterparts. This is con
sistent with documented observations that the impeller primary 
flow effects (suppressed in the current study) amount to sub
stantial percentages of the rotordynamic coefficients. On the 
other hand, the current results seem closer to the experimental 
values for those coefficients where a substantial disagreement, 
with the existing numerical data, occurs. A primary source of 
discrepancies between the newly-computed sets of rotordy
namic parameters and their numerical counterparts (Childs, 
1989) was identified to be the seal-inlet swirl velocity magni
tude. In the current analysis, this key variable is part of the 
zeroth-order (centered-impeller) flow solution and, as such, is 
a function of not only the pump operating conditions but also 
the manner in which the leakage passage is naturally connected 
to the seal segment of the secondary passage. The authors 
believe that the value of the current perturbation model would 
be enhanced by integrating the impeller primary flow passage 
into the computational domain. Such upgrade, which is major 
in nature, is currently in progress. 
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Perturbed Flow Structure 
in an Annular Seal Due to 
Synchronous Whirl1 

This paper provides a thorough examination of the flow field resulting from syn
chronous whirl of an eccentric rotor in an annular seal under typical operating 
conditions. A new finite-element-based perturbation model is employed in the anal
ysis, whereby perturbations in the flow thermophysical properties are attributed to 
virtual distortions in the rotor-to-housing finite element assembly. The numerical 
results are compared to a recent set of experimental data for a hydraulic seal with 
typical geometrical configurations and a synchronously whirling rotor. Despite the 
common perception that perturbation analyses are categorically confined to small 
rotor eccentricities, good agreement between the computed flow field and the ex
perimental data is obtained for an eccentricity/clearance ratio of 50 percent. The 
agreement between the two sets of data is notably better at axial locations where 
the real-rig flow admission losses have diminished, and up to the seal discharge 
station. This attests to the accuracy of this untraditional and highly versatile per
turbation model in predicting the rotordynamic characteristics of this and a wide 
variety of conceptually similar fluid/rotor interaction problems. 

Introduction 
An unstable operation mode of annular seals is known as 

cylindrical whirl (Fig. 1), in which the rotor axis precesses 
around the housing centerline at a finite frequency (Q). Of the 
possible vibration mechanisms in this case is synchronous whirl, 
where the whirl frequency is identical to the rotor speed, and 
is primarily caused by mass imbalance. In high speed pump 
applications, the hydrodynamic forces associated with the ro
tor whirl can be a major contributor to the system instability, 
and may indeed lead to destructive consequences. 

Existing computational tools for predicting the fluid/rotor 
interaction forces vary in complexity from the simple and widely 
used bulk-flow model (Childs, 1983) to more detailed finite-
difference analyses (e.g., Dietzen et al., 1987 and Tam et al., 
1988). These have progressively embraced more of the flow 
details in the rotor-to-housing passage but, nevertheless, shared 
a rather disputed simplification that perturbations in the flow 
thermophysical properties assume a single-harmonic type of 
circumferential variation. While such a simplification is, for 
all practical purposes, applicable to the simple annular seal 
problem (Baskharone and Hensel, 1991b), it is unlikely that 
the same would hold true for secondary turbomachinery pas
sages which, due to their complex geometry, give rise to flow 
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CYLINDRICALLY 
WHIRLING ROTOR 

Fig. 1 Cylindrical whirl in annular seals 

separation and recirculation even under the unperturbed (cen-
tered-rotor) operation mode. 

The current study is an extension to a recent investigation 
(Baskharone and Hensel, 1991a), in which an unconventional 
perturbation approach to the general fluid-induced vibration 
problem was devised. The perturbation equations, under the 
new strategy, were deduced from the flow-governing equations 
in their discrete finite-element form, rather than the differential 
form as is traditionally the case. As a result, limitations on 
the circumferential perturbation pattern and/or the rotor-ex-
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citation degrees of freedom, were totally alleviated. The new 
perturbation model was utilized in computing the rotor-
dynamic coefficients associated with cylindrical and conical 
rotor whirl (Baskharone and Hensel, 1991b, 1991c), as well as 
a compound rotor excitation that is composed of the two 
whirling modes (Baskharone and Hensel, 1991d). 

Validation of the new perturbation model has so far been 
focused on verifying the results in a "macroscopic" sense, 
with the net integrated rotor forces, and the corresponding 
rotordynamic coefficients being the only variables under ex
amination. In this paper, however, fine details of the perturbed 
rotor-to-housing flow field are rigorously verified. The inten
tion here is to provide a better understanding of the source of 
rotordynamic forces which, in turn, should serve the design 
process itself. The current study was first and foremost mo
tivated by the recent availability of detailed LDA flow meas
urements in a typical annular seal with a synchronously whirling 
rotor (Morrison et al., 1992). The outcome of this experimental 
study is utilized here for the purpose of comparison. 

The seal geometry and operating conditions in the current 
study are identical to those of Morrison et al. (1992). With a 
seal length of 37.3 mm, a rotor diameter of 164.1 mm, and a 
nominal clearance of 1.27 mm, this seal was tested at a rotor 
speed of 3600 rpm using water as the working medium. These 
variables gave rise to a Reynolds number (Re) of 24,000 and 
a Taylor number (Ta) of 6600. At all times, the rotor whirl 
frequency was identical to the spinning speed, and the eccen
tricity ratio (e/c) was fixed at 50 percent in the test rig. 

Computational Development 
Centered-Rotor Flow Field. The perturbation procedure is 

initiated by computing this "zeroth-order" flow field, which 
is clearly axisymmetric. Details of the flow-governing equa
tions, turbulence closure, and finite-element formulation of 
this relatively simple problem were all discussed by Baskharone 
and Hensel (1991b), where two sample cases (including the 
seal under consideration here) were presented. Comparison of 
the through-flow and swirl velocity profiles in the rotor-to-
housing passage with the experimental data previously reported 
by Morrison et al. (1991), was also presented, and the agree
ment between the two sets of data was encouraging. 

Perturbation Analysis. The centered-rotor flow solution, 
referenced above, was used in the current study as input to 
the perturbation analysis phase of the computational proce
dure. Devised by Baskharone and Hensel (1991a), the pertur
bation model here is based on what was generically termed the 
"virtually" deformable finite element concept, where the per
turbed flow equations emerge from expansion of the finite-
element equations in terms of the rotor eccentricity e. Since 
no circumferential pattern is pre-imposed on the perturbations 
of the flow properties, the problem at this point shifts to the 
fully three-dimensional type, as the rotor eccentricity destroys 
the flow axisymmetry (Fig. 2). Simultaneously, the flow prob
lem is cast in a rotating-translating frame of reference, which 
is attached to the whirling rotor at all times (Fig. 2) in order 
to eliminate the time dependency of the flow field in this case. 

Fig. 2 Distortion of the rotor-to-housing finite element assembly as a 
result of the rotor eccentricity 

9 10 II 12 13 
NUMBER OF COMPUTATIONAL PLANES 

IN THE CIRCUMFERENTIAL DIRECTION 

Fig. 3 Relationship between the fluid-exerted forces and the grid res
olution in the tangential direction 

Grid Dependency. As would naturally be anticipated, the 
perturbated flow resolution is dependent on the grid resolution 
which, as the domain three-dimensionality prevails, translates 
into the number of computational stations in the circumfer
ential direction (Fig. 2). Investigation of this dependency was 
carried out by varying this number and computing the fluid-
exerted forces on the rotor each time. Results of this prelim
inary step are shown in Fig. 3, where the fluid force components 
F* and F*e are obtained by integrating the rotor-surface pressure 
forces, upon resolution in the radial and tangential directions, 
over all of the contributing finite element boundaries. 

The force trends in Fig. 3 suggest that the radial force is 
more sensitive to the tangential grid resolution by comparison. 
The figure also shows that changes in the force magnitudes 
becomes acceptably small for a tangential computational-sta
tion count that is in excess of 11. In the current study, this 
parameter was selected to be 13, as a compromise between a 
desirably high resolution of the flow properties in the circum
ferential direction, on one hand, and the CPU time consump
tion, on the other. 

c 
d 
e 

Ft 

Ft 
L 

= nominal seal clearance 
= rotor diameter 
= eccentricity ratio (e/c) 
= radial component of the rotor 

force perturbation 
= tangential component of the 
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= axial velocity component 
= tangential velocity component 
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= rotor eccentricity 
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= fluid density 
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Fig. 4 Contour plots of the velocity perturbations at 50 percent of the 
seal length 

Results and Discussion 
Examples of the' 'raw'' results of the current study are shown 

in Fig. 4 for the seal middle cross section, as a representative 
axial location. These are contours of the nondimensionalized 
perturbations in the velocity components; namely cV*/Vim 
cV*/Vjn and cV*e/wrh where: 

V-m is the seal-inlet average through-flow velocity 
a; is the rotor spinning speed 
/•,• is the rotor radius 
c is the seal nominal clearance 

with the asterisk implying the operator d/de. In this, as well 
as all remaining figures, the whirl frequency fi is identical to 
the rotor speed u>, giving rise to the case of a synchronous 
whirl investigated by Morrison et al. (1992). There is, however, 
no valid comparison between the results in Fig. 4 and Mor
rison's flow measurements, since the latter is a combination 

of the velocity perturbations and the unperturbed (centered-
rotor) velocity field. 

Examination of Fig. 4 reveals that the maximum pertur
bation of the axial velocity component occurs in the vicinity 
of the rotor "pressure" side (where the clearance is smaller 
than the nominal value), and at a tangential location that lags 
the minimum-clearance position, by reference to the whirl di
rection. The radial velocity perturbations in this figure are 
clearly smaller than those of the axial velocity, and attains its 
maximum value near the rotor pressure side as well. The dif
ference, however, is that the radial component peaks ahead 
of the minimum-clearance position in the whirl direction. As 
for the tangential velocity perturbation in Fig. 3, the peak 
value appears closer to the housing, and on the "suction" side 
relative to the rotor. 

Figure 5 shows contours of the nondimensionalized pressure 
perturbations (p*c/pV}„), as well as those of the combined 
(centered-rotor and eccentricity-related) pressure values in the 
annulus at the middle of the seal length. The combined pressure 
values in this figure correspond to an eccentricity ratio (e/c) 
of 50 percent, and are nondimensionalized using the seal-inlet 
static pressure (/?,„)• As expected, the peak values, in each plot, 
occurs on the rotor pressure side, but not at the minimum 
clearance position as may be intuitively anticipated. Compar
ison of this observation, as well as those cited above in con
nection with the velocity perturbations, with the flow 
measurements by Morrison et al. (1992) was not possible, as 
the latter involved only the "net" velocity field in the whirling-
rotor operation mode, with no pressure measurements what
soever. 

One-to-one comparisons with Morrison's experimental data 
are presented in Figs. 6 through 10. In these figures, the velocity 
component perturbations, corresponding to a rotor eccentricity 
ratio of 50 percent, are superimposed on the centered-rotor 
magnitudes. In assessing the numerical results in these figures, 
it was both important as well as interesting to verify a fact 
that was solidly stated by Morrison et al., that the maximum 
through-flow velocity magnitude occurs on the pressure side 
of the rotor, over the early seal sections, but then moves to
wards the suction side as the flow progresses to the seal down
stream sections. Comparison of the computed velocity contours 
in Figs. 6 through 10 reveals that the numerical results are 
indeed in agreement with Morrison's observation. 

It is important, in comparing the numerical and experimental 
sets of data, to point out that early sections of the seal (perhaps 
up to the mid-seal location) are those where no significant 
agreement would be anticipated. This is largely due to the flow 
admission losses which would prevail in the actual test rig, 
whereas the computational model treats this early seal segment 
as systematically, in the sense of turbulence closure and near-
wall analysis, as does the entire seal. This is primarily why the 
velocity contours become more and more in agreement with 
the experimental data as the seal exit station is approached 
(e.g., Figs. 9 and 10). This, in particular, includes the tangential 
shift of the maximum axial-velocity position from a tangential 
location in the pressure (small clearance) region, gradually 
toward the suction side (Figs. 8 through 10) in a manner that 
is consistent with the flow measurements in these figures. In 
fact, one would even go further, in reviewing the flow meas
urements in Figs. 6 through 10, indicating that the measure
ments themselves do not exhibit a characteristically similar 
axial-velocity pattern until the 77 percent seal-length section 
is reached. 

An interesting phenomenon, which is confirmed both by the 
numerical results and the flow measurements, is that of flow 
separation and recirculation near the seal exit station. This, 
by reference to Figs. 9 and 10, takes place on the rotor suction 
side, and is more pronounced at the tangential location marked 
" s " in these two figures. It is also in Figs. 9 and 10 that the 
numerical results yield shapes and magnitudes of the velocity 
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Fig. 5 Contour plots of the pressure perturbation and the resultant 
pressure (for a 50 percent eccentricity ratio) at 50 percent of the seal 
length 

NUMERICAL RESULTS FLOW MEASUREMENTS 
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NUMERICAL RESULTS PLOW MEASUREMENTS 
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Fig. 6 Comparison of the velocity distribution at 22 percent of the seal 
length (eccentricity ratio = 50 percent) 

Fig. 7 Comparison of the velocity distribution at 49 percent of the seal 
length (eccentricity ratio = 50 percent) 

contours which are very much consistent with the flow meas
urements. 

Another flow structure, which is equally interesting, involves 
the tangential velocity distribution and pertains, in particular, 
to the seal sections at 49 and 77 percent of the seal length 
(Figs. 7 and 8). It is seen that there exists a region of reversed 
tangential velocity in each of these two sections near the hous
ing at the minimum-clearance location. This implies local in-
plane flow separation and recirculation in this region. Such 
flow behavior was apparently suspected (but not confirmed) 
by Morrison et al. (1992), who stated that: "if a tangential 

recirculation zone exists, it must be between the stator (referred 
to as the housing in this paper) and the first radial grid line." 

Figure 11 shows a contour plot of the nondimensionalized 
pressure perturbation; namely (p*c/pVJ„), and the resultant 
(centered-rotor and whirl-related) magnitudes of the nondi
mensionalized pressure (p/pi,,) over the rotor surface. The 
pressure contours in this figure are shown on the "unwrapped" 
rotor surface which is obtained by "splitting" the surface along 
the lines labeled [at - bt] and [a2 - b2] in Fig. 1. Due to the 
lack of pressure measurements in Morrison's study, no ex
perimental verification of the results in Fig. 11 was possible. 
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NUMERICAL RESULTS FLOW MEASUREMENTS 

Fig. 8 Comparison of the velocity distribution at 77 percent of the seal 
length (eccentricity ratio = 50 percent) 

NUMERICAL RESULTS FLOW MEASUREMENTS 

Fig. 9 Comparison of the velocity distribution at 95 percent of the seal 
length (eccentricity ratio = 50 percent) 
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NUMERICAL RESULTS FLOW MEASUREMENTS 

Fig. 10 Comparison of the velocity distribution at 99 percent of the 
seal length (eccentricity ratio = 50 percent) 

Examination of the pressure contours in this figure reveals that 
the peak value occurs at a tangential location which lags the 
minimum clearance position, by reference to the whirl direc
tion. It is conceivable, and indeed likely, that the maximum 
pressure location is a function of the whirl direction (forward 
or backward) and/or the whirl frequency ratio (fi/co). For the 
synchronous whirl case under consideration, Fig. 11 shows 
that the rotor surface pressure peaks to a value of approxi
mately 1.12 of the inlet pressure near the inlet station, and 
that with the streamwise loss in total pressure (due to friction) 
this magnitude gradually declines to approximately 0.93 of the 
inlet pressure at the exit station. Figure 11 also shows that the 
maximum and minimum rotor-surface pressure locations 
hardly change their tangential location over the overwhelming 
majority of the seal length. 

Concluding Remarks 
Since the development of the so-called "virtually" deform-

able finite-element concept (Baskharone and Hensel, 1991a), 
the validation of this new approach never went beyond the 
traditional "macroscopic" means of assessing the ultimate 
objective of the entire computational procedure; namely the 
final set of rotordynamic coefficients (Baskharone and Hensel, 
1991b, c, d). Such a verification method is perhaps the least 
accurate, for it was always the global value of integrated rotor-
surface pressure that was examined in reality. Recalling that 
the seal-clearance pressure field itself is among the least sen
sitive thermophysical properties, it is clear that the current 
comparative study is the most significant in appraising the 
mathematically rigorous computational model which centers 
around this categorically new finite-element-based concept. 

The numerical results corresponding to a synchronously 
whirling rotor of an annular seal are consistent with the flow 
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Fig. 11 Contours of the pressure perturbation and the resultant pres
sure (for a 50 percent eccentricity ratio) over the rotor surface 

measurements of Morrison et al. (1992). Agreement of the two 
sets of results is particularly favorable over the downstream 
half of the seal, which is where the real-rig flow admission 
losses have dissipated, and characteristically similar trends of 
the measurements themselves take place. Contrary to the com
mon perception that perturbation analyses are only applicable 
to infinitesimally small rotor eccentricities, the favorable re
sults of this study corresponds to an eccentricity that is as high 
as 50 percent of the seal nominal clearance. Successful vali

dation of the computational model, under such conditions, 
underscores the model accuracy and establishes it as perhaps 
the most versatile perturbation approach, of its nature, in the 
general area of rotordynamics today. 
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A Preliminary Parametric Study of 
Electrorheological Dampers 
In approaching the design of an electrorheology-based, semi-active suspension, the 
electrorheological component (ER damper) can be built as either a flow-mode, 
shear-mode, or mixed-mode type of damper. The source of damping force in the 
flow-mode is exclusively from flow-induced pressure drop across a valve, while that 
in the shear-mode is purely from the shear stress on a sliding surface. The dynamics 
of the fluid flow are included in the derivation of the zero-field damping forces. 
The control effectiveness is found to be strongly related to the dynamic constant 
{which is proportional to the square root of the vibration frequency) and, for shear-
and flow-mode dampers, the ratio of the piston area to the cross-section of the ER 
control gap. To achieve the same performance, a flow-mode ER damper is not as 
compact and efficient as a shear-mode ER damper. With the same ER damping 
force, a mixed-mode damper is more compact than a shear-mode damper. However, 
the mixed-mode damper does not have as a low zero-field damping force as the 
shear-mode damper. The analysis is based on the assumption that the ER fluid is 
Bingham plastic. 

Introduction 
An electrorheological (ER) damper is a device that is able 

to generate a controllable damping force by employing an ER 
fluid. An ER fluid can change its rheological properties, most 
notably its effective viscosity. The wide range and the high 
bandwidth of the effective viscosity variation of ER fluids are 
two of the primary factors that have caused intense research 
and development activities in ER dampers. The ER damper 
studies so far have generally ignored the influence of the fluid 
dynamics, i.e., the unsteady nature of the fluid velocity, shear 
rates, and thus the damping force, which are all induced by 
the inertia of the fluid. Lou et al. (1992) have shown that the 
fluid inertia can limit the bandwidth of an ER valve to a level 
far below the bandwidth of the rheological variation of an ER 
fluid. Similar influence exists in ER dampers, many of which 
contain ER valves. 

ER dampers can be classified as: flow-mode, mixed-mode, 
and shear-mode (Fig. 1). The configurations illustrated in Fig. 
1 are generic concepts that contain simplified features to fa
cilitate the design analysis. In practical hardware, for example, 
the cylinder is likely to be single-ended, rather than double-
ended, and the ER control valve or area is likely to be comprised 
of multiple parallel or concentric plates. Among the three 
conceptual modes, the flow-mode damper is most similar to 
the traditional shock absorber except that is replaces the con
ventional orifice with an ER control gap or valve. The source 
of the damping force in this mode is exclusively from flow-

1 Present address: Ford Motor Co., Electrical and Fuel Handling Div., McKean 
and Textile Roads, P.O. Box 922, Ypsilanti, MI 48197. 
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Fig. 1 The generic concepts of the three modes of electrorheological 
dampers 

induced pressure drop across the piston. The ER valve can be 
placed outside the cylinder (as in Fig. 1(a)) or within the piston 
component. 

In the mixed-mode damper, the ER control is realized in the 
gap between the piston side-wall and the cylinder liner. The 
fluid shear stress at the shear surface also contributes to the 
damping force, while the flow-induced pressure drop is still 
present as a force component on the piston. 
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If a large bypass port is cut through the piston of a mixed-
mode damper, the device becomes a simple shear-mode ele
ment. Since the fluid can flow freely through the by-pass, the 
pressure drop across the piston becomes negligible and only 
shear stresses developed along the wall contribute to the damp
ing force. 

The purpose of this study is to systematically analyze the 
dynamic performance of all three modes of ER dampers. Spe
cial attention is paid to (a) the relative magnitudes of the zero-
field and ER components of the damping force under dynamic 
situation and (b) and their implication in the sizing and se
lection of the damping mode. For simplicity, ER fluids are 
assumed to be Bingham plastic. If ER fluids show a certain 
degree of elasticity, the assumption here will not result in 
significant errors for practical dampers that far out-stroke the 
elastic strain range and/or the low shear rate range. When the 
electric field strength is zero, an ER fluid is assumed to be 
Newtonian, with the zero-field viscosity being equal to the 
plastic viscosity of the Bingham model. Non-Newtonian be
havior at zero-field has been reported though (Lou et al., 1990). 
The Bingham plastic assumption implies that the shear stress 
response to electric field changes is instantaneous and that the 
stress-shear rate relationship has no time dependency. 

Analysis 

Flow-Mode Dampers. 
can be described as 

If the piston vibration (Fig. 1(a)) 

(1) 
where v is the piston velocity, vp the amplitude of v, u the 
angular velocity, t the time, and xp the amplitude of the piston 
displacement. From continuity, the amplitude of the (space-
wise) mean velocity of the ER fluid in the ER valve is (Ap/ 
AER)xpoi, where Ap is the piston cross-section area, and AER 

is the ER valve cross-sectional area. The zero-field pressure 
drop for an equivalent steady flow of the same flow amplitude 

4 A = 1 2 „ ^ 
h2Am^ 

(2) 

where L and h are the length and gap size of the ER valve, 
respectively. The parameter t\ is the zero-field or plastic vis
cosity. This pressure drop, frequently used in the literature of 

ER devices, does not account for the dynamic effect of a 
sinusoidal flow, which is fully presented in this study. The 
solution of an oscillatory flow of a viscoelastic medium be
tween parallel planes induced by a sinusoidal pressure drop 
has been derived by Thurston (1959). The solution of an os
cillatory flow induced by a sinusoidal flow rate or piston mo
tion presented here is different only in phasic expression. 

The dynamic pressure drop has a component induced by 
fluid inertia: 

Apm = g„APssm (">/ + -

with 

(3) 

(4) 

(5) 

where p is the density of the ER fluid. The dimensionless 
parameter h* is, if ignoring the constant 2\/2, the ratio of h 
to yjiq/pu. The latter has the dimensions of length. It is related 
to the location of an overshoot in the mean velocity of an 
oscillatory flow in a flow-mode damper or to the penetration 
depth of an oscillatory shear flow in a shear-mode damper. 
One can thus consider ft* as a dimensionless gap size. The 
parameter h* and its variations, including those in cylindrical 
flows, are called in the literature the kinetic Reynolds number, 
the Womersley number, dynamic constant, or dimensionless 
frequency. They are also related to the ratio of the flow time 
constant to the forcing function period (Lou and Yang, 1993). 
In this study, h* is named the dynamic constant instead of the 
dimensionless gap size because (a) the parameter appears only 
in a dynamic situation, (b) the practical gap size is generally 
in a narrow range around 1 mm, and (c) the frequency changes 
greatly in most ER fluid applications. 

The functions gm, called the dynamic factor of Ap„„ is 0 at 
h* = 0 and rises proportionally with h*1 (or with a> if other 
parameters in h* is fixed). Physically, the ratio of the amplitude 
of the inertia component of the dynamic pressure to the equiv
alent steady pressure drop is proportional to the frequency. 

The dynamic pressure drop has another component that is 
induced by the wall shear stress: 
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intermediate variable 
intermediate variable 
peak electric field strength 
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flow-mode ER damping force 
mixed-mode ER damping force 
shear-mode ER damping force 
shear-mode zero-field (upper-
plate) damping force 
flow-mode zero-field factor 

Join 
Jos 
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gu 
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t 

mixed-mode zero-field factor 
shear-mode zero-field factor 
dynamic factor of the shear-mode 
lower-plate stress 
dynamic factor of Ap,„ 
dynamic factor of a flow-mode 
damper 
dynamic factor of a mixed-mode 
damper 
dynamic factor of (the upper-
plate stress of) a shear-mode 
damper 
dynamic factor of the mixed-
mode upper-plate stress 
dynamic factor of Apw 

gap size of an ER valve/gap 
dynamic constant 
ER valve/gap length 
peak capacitive electric power 
peak resistive electric power 
time 
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with 

Apw = g„Aps sin (co/ + 4>w) 

2 A(.2Ch-CZ-D2
h)

2 + Wl]W2 

"3 (2-Ch)
2 + D2

h 

4>w = -+tan-l[2Dh/(2Ch~C2
h-D

2
h)] 

Ch = 

A = 

sin h * cos /a * + sinh h * cosh h * 

h* [(cosh h* cosh*)2 + (sinh/** sin #* )2] 

sin/;* cos/a* -s inh/ j* cosh/;* 

h* [(cosh/;*cos/z*)2 + (sinhh*sinh*)2] 

(6) 

(7) 

(8) 

(9) 

(10) 

The function gw, called the dynamic factor of Apw, starts 
from 1.0 at h * = 0, increases with h * slightly until about h * = 1, 
and, then, rises almost proportionally with h* (or with Vco if 
other parameters in h* is fixed). Physically, the amplitude of 
the dynamic wall shear stress is approximately equal to that 
of the equivalent steady shear stress at low frequencies and 
grows larger at high frequencies. A solution of the wall shear 
rate at a low dynamic constant was presented by Thurston and 
Gaertner (1991). 

The zero-field dynamic pressure drop Ap0, the summation 
of its two components Apw and Apm, is: 

Ap0 = g0Aps sin (ut + <t>0) (11) 

with 

Ah*2 

go = ~3[(2-Ch)
2 + Dl]W2 

t>0 = - + tm-l[Dh/(2-Ch)] 

(12) 

(13) 

where g0 and <j>0 are the dynamic factor and the phase advance 
of the flow-mode damper, respectively. The primary value of 
g0 is from gw at low frequencies and from g,„ at high frequen
cies. The factor g0 remains close to one at low frequencies and 
rises proportionally with h*2 (Fig. 2). Physically, Ap0 is mainly 
to overcome the wall stress and the fluid inertia at low and 
high frequencies, respectively. The phase advance <j>0 is 0 at 
h* =0 (steady state), 45 deg at about h* = 1, and 90 deg as h* 
approaches infinite. 

Fig. 2 The dynamic factor g„ and the phase advance <j>a of the zero-
field pressure drop versus the dynamic constant h* 

The above analysis has been for the zero-field situation. 
With the application of an electric field, a yield stress is in
duced. For a steady Couette flow within a narrow gap, the 
yield stress and the zero-field shear stress can be superposed. 
The linear summation is no longer valid under dynamic con
ditions and a numerical solution can be obtained by solving 
the fluid dynamic equation (Lou et al., 1993a). Analytical 
solutions for a dynamic Bingham fluid flow are not readily 
available, while numerical solutions are generally time-con
suming. For a preliminary parametric study, a simplified, lin
ear analytical approach is adopted here. 

The ER pressure drop ApER is estimated to be 

APm = 2~ry 
•h 

(14) 

where ry is the yield stress. The time-dependency of electro
rheology is not considered here, and ApER or ry involves only 
the amplitude of electrorheology. The ratio of Ap0 to ApER is 
derived as 

with 

Ap0 

APEK 
=fofsm{at + (l>0) 

f * AP So 
Jof-O-— 

y rn 

(15) 

(16) 

(17) 

vcf, v 
vc 

,m, and Vcs 

V 

vp 

w 
Xp 

APSR 

kPm 

Ap0 

Aft 

Ap„ 

e 
*/ 

§o 

= charged volume 
= the flow-, mixed-, and shear-

mode charged volumes 
= piston velocity 
= amplitude of v 
= ER valve/gap width 
= piston displacement amplitude 
= ER pressure drop 
= pressure drop component induced 

by fluid inertia 
= flow-mode zero-field pressure 

drop 
= zero-field pressure drop for an 

equivalent steady flow of the 
same flow amplitude 

= pressure drop component induced 
by the wall shear stress 

= fluid dielectric constant 
= phase advance of the shear-mode 

lower-plate stress 
= flow-mode phase advance 

>om = mixed-mode phase advance 
4>u - phase advance of (the upper-plate 

stress of) a shear-mode damper 
:um = phase advance of the mixed-mode 

upper-plate stress 
4>w = phase advance of Apw 

•q = zero-field viscosity 
p = fluid density 
TI = shear-mode lower-plate shear 

stress 
r0 = equivalent to the zero-field shear 

stress between two parallel plates, 
with one of them fixed and the 
other plate moving at vp 

TU = shear-mode upper-plate shear 
stress 

„„, = mixed-mode upper-plate shear 
stress 

Ty - yield stress 
T* = dimensionless yield stress 
co = angular velocity of the input vi

bration 
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h 
(18) 

where/0 / is the zero-field factor of the flow-mode damper, a 
relative measure of the zero-field pressure drop. For the ER 
damper to be effective, fof has to be much less than one. The 
parameter TJ is dimensionless; r0 is equivalent to the zero-field 
shear stress between two parallel plates, with one of them fixed 
and the other plate moving at vp. 

The ER damping force on the piston of the flow-mode 
damper F E R/ is calculated as 

L 
E R / : 

-2-hA' 
(19) 

and it has to match the designed peak damping force. The 
compactness and efficiency of the device are important as well. 
The charged area Ac (where the charged electrodes face each 
other) is calculated as 

Ac=wL (20) 

where w is the width of the ER valve. The charged volume Vc 

(i.e., the volume between the charged electrodes) is calculated 
as 

Vc=hAc=wLh. (21) 

The damper electric capacitance C is obtained as 

C=4 
h 

(22) 

where 6 is the fluid dielectric constant. Assuming a sinusoidal 
electric field strength with a peak value of Ep, one obtains the 
following peak capacitive electric power Pcp and peak resistive 
electric power Prp, respectively, 

1 2 
cp-

and 

-» rp — ^d^p * c 

where Cd is the electric current density. 

(23) 

(24) 

Shear-Mode Dampers. A practical shear-mode damper has 
a narrow gap whether it has a concentric or parallel arrange
ment of its electrodes. The fluid flow in a small gap can be 
approximated with a one-dimensional flow between two in
finite parallel plates, with one plate (denoted arbitrarily as the 
lower-plate here) fixed and the other plate (the upper-plate) 
oscillating in its plane with a velocity 

v = vp sin at (25) 

Adapting the solutions of Schrag et al. (1965) to the current 
arrangement and a Newtonian fluid, the shear stress at the 
upper-plated T„ is derived as 

Tu = guTo s in {wt + <t>„) (26) 

with 

</>„ = - + tan '(y42A4i)-tan l(A4/A3), 

(27) 

(28) 

Ai = cosh2#* cos2/2*, yl2 = sinh2/;* sinlh*, 

y43 = sinh2/!*cos2/2*, and A4 = cosh 2h* sin 2h* (29) 

where gu and </>„ are the dynamic factor and the phase advance 
of (the upper-plate stress of) the shear-mode damper, respec
tively. The dynamic factor gu is approximately equal to 1 when 
h*<0.5 and equal to 2\flh* when h* >0.5 (Fig. 3). Therefore, 
TU increases with h*. 

Fig. 3 The dynamic factor (g„) and the phase advance (0„) of the upper-
plate shear stress of the shear-mode damper 

Fig. 4 The dynamic factor (g,) and the phase advance (4>,) of the lower-
plate shear stress of the shear-mode damper 

The lower-plate shear stress 77 is derived as 

T/ = gyT0sin(wf + <M 

with 

1 
81 = -•2sl2h* 

\JA\+A\ 

fo = 7 - t a n ' (^4 /^3) 

(30) 

(31) 

(32) 

where gt and $, are the dynamic factor and the phase advance 
of the lower-plate stress of the shear-mode damper, respec
tively. The dynamic factor g, is approximately equal to 1 when 
h* < 0.5 and approaches 0 at high h* values (Fig. 4). Therefore, 
T/ decreases with h*. During a high-frequency oscillation, the 
shear waves does not fully reaches the lower-plate, and the 
majority of the energy is dissipated in the fluid volume im
mediately below the upper-plate. 

As in the flow-mode damper, a simplified, linear analytical 
approach is adopted for dynamic flow of a Bingham fluid 
induced by an oscillating plate. In the shear-mode damper, no 
pressure drop is involved, and the damping force is directly 
related to the shear force on the upper-plate. The ER damping 
force in the shear-mode damper FE R s is estimated as 

FERS — AC. (33) 

where Acs is the charged area of the shear-mode damper. The 
zero-field (upper-plate) damping force Fu is 

F„ = A csT0g„ sin (art +</>„) (34) 

The desired damping force of the system has to be matched 
by FERs, and Fu has to be relatively small. The ratio of Fu to 
^ERsis 

-JT2- =fos sin (ut +<M 
-"'ERs 

(35) 

with 
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f =-
J OS 

(36) 

where fos is the zero-field factor of the shear-mode damper. 
For the damper to be effective, fos has to be much less than 
one. 

Mixed-Mode Dampers. Because of the linear nature of the 
flow of a Newtonian fluid between two parallel plates, the 
velocity between the electrodes of a mixed-mode damper can 
be obtained by superposing those of the corresponding shear-
and flow-mode dampers. The upper-plate shear stress T„,„ is 
the summation of the shear stresses induced by Couette and 
Poiseuille flows: 

Tum = T0gumsm(wt + <t>um) 

with 

, = \A2
lum + A2

2u 

= tan 
• l Alum 

Alum 

An 

(37) 

(38) 

(39) 

and 

-•gucos<t>u + 6—^-g„cost 
^ E R 

AB 

-- gu sin </>„ + 6 —-^ g„ sin <j>„. 
^ E R 

(40) 

where gum and 4>um are the dynamic factor and the phase ad
vance of Tu,„, respectively. 

The total zero-field damping force Fom is derived as 

Apg0Aps sin (ut + <t>0) + Acg sin (wt + </>„,„) (41) 

and the ER control force FER,„ is as follows 

7 — Z ./InTii *T i±r (42) 

In ether of Eqs. (41) or (42), the first term on the right hand 
side is the force from the pressure drop, while the second term 
represent the force on the shearing surface. 

The combination of Eqs. (41) and (42) gives 

* om 

with 

omJ 

f — £°m 

Jom ~ * 
7"v 

v A\0m+ A20111 

[2(AP/AER) + 1] 

, = tan 
- l ^ 1 2 o m 

(43) 

(44) 

(45) 

(46) 

Alom=l2(Ap/Am)2g0cos<l>0 + gumcos<t>u 

A2om = 12 (Ap/AER)2g0 sin <t>„ + gum sin <j>m 

(47) 

(48) 

where fom is the zero-field factor, gom the dynamic factor, and 
4>om the phase advance of the mixed-mode damper. Both gom 

and 4>om increase with h* (Fig. 5). The dynamic factor gom also 
increases with Ap/Am because of the rising dominance of the 
flow action (Fig. 5(a)). The phase advance 4>om decreases with 
Ap/Am at low h* and does the opposite at high h* (Fig. 5(b)). 
A mixed-mode damper becomes a shear-mode damper when 
AP/AER approaches zero, i.e., no more piston area. 

Flow-Mode Versus Shear-Mode. In active damping con
trol, one likes to generate a large ER damping force and keep 
the zero-field damping force as small as possible. For the same 

Ap/AER 

Fig. 5(b) 

Fig. 5 (a) The dynamic factor gom and (b) the phase advance <j>om of a 
mixed-mode damper versus the dynamic constant h* and the area ratio 

5 

Fig. 6 The ratio of the flow-mode charged volume (Vcl) to the shear-
mode charged volume (Vcs) as a function of the dynamic constant h" 

task, a shear-mode damper and a flow-mode damper therefore 
should have (a) the same ER damping force and (b) the same 
zero-field factor value. For the second requirement, one has 

Jos 

The substitution of Eqs. (15) and (36) into Eq. (49) gives 

(49) 

A>=; (50) 

To meet the first requirement, one can derive from Eqs. 
(19), (20), (33), and (50) the following 

Vcf_ACf_3g0 
(51) 

where Vcs is the charged volume of the shear-mode damper, 
and ACf the charged area of the flow-mode damper. The both 
dampers are assumed to have the same gap size. The ratio Vc/ 
Vcs is a good indicator of relative design merits of the two 
dampers because the charged volume is directly related to the 
size (Fig. 1(d)) and power requirement of a damper as shown 
in Eqs. (23) and (24). The ratio Vcf/Vcs, like ga or gu, is a 
function of h* (see Fig. 6). The ratio Vcf/Vcs is 3 at h*=0, 
decreases gradually to its minimum value of 1.35 around h* = 1, 
and then increases linearly with h* .To achieve the same per
formance, the flow-mode is not as compact and efficient as 
the shear-mode ER. 
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10 100 1000 
' frequency, Hz 

Fig. 7 The dynamic constant h* as a function of the vibration frequency 
(= ui/2?r) and the zero-field viscosity (ij), with the ER control gap size h = 1 
mm and the ER fluid density p = 1000 kg/m3 

Fig. 8 The ratio of the zero-field factor of the mixed-mode damper f„„, 
to that of the shear-mode damper fos as a function of the dynamic con
stant h* and the area ratio Ap/AER 

The significance of the dynamic constant h* is evident in 
Fig. 6. A practical range of h* is estimated using Eq. (5) and 
plotted in Fig. 7, where the fluid density p and the gap size h 
are chosen to be 1000 kg/m3 and 1 mm, respectively. The 
frequency ranges from 1 to 1000 Hz, and ij ranges from 10 to 
1000 cP in Fig. 7. In passenger cars, body natural frequencies 
are 1-2 Hz, the wheelhop frequency is around 15 Hz, and the 
engine mount natural frequency is 10-20 Hz (Morishita and 
Mitsui, 1992). The upper natural frequency limit of practical 
mechanical systems is probably 100 Hz. A middle-range value 
of the zero-field viscosity is 100 cP. For the chosen density 
and gap size, the dynamic constant h* varies from 0.05 to 5.0. 
Practical p and h values will not deviate too much from those 
chosen here, and the h* range in Fig. 7 is representative. 

Mixed-Mode Versus Shear-Mode. For the ER damping 
force of a mixed-mode damper FERm and that of a shear-mode 
damper FERj to be equal, one obtains 

V, cm 
y 
~ CM 

1 
Acs 2(Ap/Am) + l 

(52) 

where Vcm and Acm are the charged volume and area of the 
mixed-mode damper, respectively. The gap size h is assumed 
to be the same. With a positive AP/AEV_, Vcm/Vcs<\. With the 
same ER damping force, the mixed-mode damper is therefore 
more compact than the shear-mode damper. 

The ratio of the zero-field factor of the mixed-mode damper 
fom to that of the shear-mode damper fos is equal to gom/gu 
because of Eqs. (36) and (44). The ratio fom/fos is a function 
of h* and Ap/Am, and is always greater than one for a positive 
AP/AER (Fig. 8). The mixed-mode damper therefore does not 
have as a low zero-field damping force as the comparable shear-
mode damper. 

Discussions 
The above analysis shows that one should avoid the flow-

mode and use the shear-mode. There are two physical reasons 
for the conclusion. First, with a limited ER induced increase 
in the shear stress, a device should operate at as a low shear 

rate as possible to reduce the zero-field damping force and 
increase its effective control. The yield stress may even de
creases with the shear rate (Klass and Martinek, 1967; Lou et 
al., 1990), which further enhances the need for a low shear 
rate. Second, the fluid inertia and the unsteady wall shear stress 
(which is higher than the steady wall shear stress) significantly 
increase the zero-field damping force. A flow-mode damper 
generally has higher shear rate and acceleration, especially with 
a large AP/AER, than a shear-mode damper. 

In the analysis, the cylinder component of a damper is fixed 
while the piston component vibrates. Both the components of 
many practical dampers can move. In most of these cases, 
there is a large disparity in the amplitudes of the motion for 
the two components, and the analysis in this study is valid. 
Otherwise, more appropriate boundary conditions have to be 
used for a finer analysis although the general conclusion from 
this study may still apply, at least to the first order accuracy. 

For the purpose of generality, the assigned vibration in this 
study is sinusoidal. Road surface profiles for an automobile 
damper, for example, is not so. Through the use of the power 
spectral density function, however, one can present the surface 
profiles in forms of sine wave. 

Shear-mode dampers can be further divided into rotary and 
translational types, either of which can have its own variations 
in the way electrodes are arranged. 

The damper in Fig. 1(c) is only one possible version of the 
translational type of shear-mode dampers, where the electrodes 
are arranged concentrically. Electrodes can also be parallel 
plates. Multiple electrodes are generally used to achieve a com
pact design. Because of the translational motion, the cylinder 
in Fig. 1(c) has to be longer than the piston to keep a constant 
charged area. This results in a significant amount of idling 
surface on the cylinder at any moment. 

A rotary-type shear-mode damper is able to reduce the extra 
surface area by having all the surface area engaged all the time. 
One possible version is to have a plurality of rotational shearing 
disks along the rotation axis (Lou et al., 1993b). An alternative 
is to have multiple concentric electrodes around the rotation 
axis. A translation-to-rotation device is needed if the motion 
to be damped is translational. ER fluids in shear-mode dampers 
are under a minimum, if any, pressure. Low pressure simplifies 
many design problems, especially the sealing problem. Among 
shear-mode dampers, a rotary damper has an additional ad
vantage over a translational damper because the former can 
avoid sealing a reciprocating sliding surface, which is more 
prone to entrapping the solid phase of an ER fluid. 

The ER fluid used in the analysis is Bingham plastic and 
has a time constant far smaller than those of the dampers. A 
practical ER fluid may not follow an ideal Bingham plastic 
model. As long as the practical fluid has a relatively Newtonian 
rheology at zero-field, a fast time response, and an effective 
yield stress (i.e., a finite shear stress increment at the working 
shear-rate range) when energized, the results from this study 
still apply because of the nature of the analysis in this study. 
The analysis is base on (1) the flow dynamics at zero-field and 
(2) the achievable stress increment when energized. If the ER 
response is close to or slower than those of the dampers, one 
needs to include the flow dynamics of the energized fluid as 
well. 

Conclusions 
In this study, the dynamics of the fluid flow is included in 

the derivation of the zero-field damping forces of the flow-, 
shear-, and fixed-mode ER dampers based on an ER fluid that 
is Bingham plastic. The main results of the study are as follows: 

9 The zero-field pressure drop in a flow-mode damper is 
mainly to overcome the wall shear stress at low frequen
cies. At high frequencies (with the dynamic constant h* 
greater than one), the zero-field pressure counters pri-
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marily the fluid inertia, and it increases with the frequency 
or h*1. It also has a significant phase advance relative to 
the vibration at high frequencies. The level of ER control 
decreases with the ratio of the piston area to the ER valve 
cross-section AP/AER. 
The zero-field pressure drop in a shear-mode damper also 
has to counter the fluid inertia at high frequencies. When 
the dynamic constant h* is greater than 0.5, the zero-field 
pressure increases with h* or the square root of the fre
quency. 
The behavior of the zero-field pressure drop in a mixed-
mode damper is between those of a shear- and a flow-
mode damper, and it is a function of the area ratio Ap/ 
Am. The mixed-mode damper becomes a shear-mode 
damper when the ratio AP/AER approaches zero. 
To achieve the same performance, a flow-mode ER damper 
is not as compact and efficient as a shear-mode ER damper. 
With the same ER damping force, a mixed-mode damper 
is more compact than a shear-mode damper. However, 
the mixed-mode damper does not have as a low zero-field 
damping force as the shear-mode damper. 
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Surface in a Cavity 
A finite-volume based computational model is developed to predict Marangoni 
con vection in a cavity with a curved and deforming free surface. The two-dimensional 
incompressible continuity, momentum, and energy equations are solved on a stag
gered Cartesian grid. The free surface location is computed using the volume-of-
fluid transport equation. Normal and tangential boundary conditions at the free 
surface are modeled using respectively a surface pressure and a continuum surface 
force technique. Computational predictions of thermocapiUary flow in a shallow 
cavity are shown to be in good agreement with previously published asymptotic 
results. The new transient model is then used to study the influence of Marangoni 
number and Capillary number on thermocapiUary flows in a cavity for different 
static contact angles. The flows are characterized by streamline and isotherm pat
terns. The influence of the dimensionless parameters on heat transfer rate at the 
cavity walls is exposed by examination of local Nusselt number profiles. 

Introduction 
For most fluids, surface tension coefficient is a contravariant 

function of temperature. Variation of surface tension coeffi
cient due to a temperature gradient at a free surface can cause 
fluid motion from a low to a high surface tension zone. This 
phenomenon, known as Marangoni convection, plays an im
portant role in material processing such as laser surface melt
ing, crystal growth, and coating. A general review of this 
phenomena is presented by Ostrach (1982). The geometric sim
plicity of Marangoni flow in a cavity has made it an attractive 
configuration for many investigators seeking to expose the 
complex interaction between fluid mechanics and heat transfer 
in the presence of a deforming free surface. Many numerical 
and analytical studies have been limited to flows in small aspect 
ratio cavities with a priori specification of a flat free surface 
to avoid the complexity of modeling the transport processes 
at a curved and deforming interface. 

Chen et al. (1990) performed steady state analyses for free 
surface flows with mild curvature in a small aspect ratio con
figuration using a boundary fitted curvilinear coordinate sys
tem. Sen and Davis (1982) used an asymptotic method to study 
thermocapiUary convection in a shallow two-dimensional slot 
in which the interface shape is not flat. Their solutions are 
valid for slight deviation of interface shape from the initial 
domain in a small aspect ratio cavity at a low Marangoni 
number and low Reynolds number. Pimputkar and Ostrach 
(1980) allowed the free surface to deform in their transient 
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analyses of thin liquid layers. Pressure effects due to surface 
curvature were neglected due to small aspect ratio of their 
geometry. Zebib et al. (1985) determined the interface shape 
by a domain perturbation method for very low Capillary num
ber and studied high Marangoni number convection in a square 
cavity. Cuvelier and Drissen (1986) computed the free surface 
shape by three different iterative methods in their steady state 
analyses of two-dimensional thermocapiUary flow using a finite 
element method. 

This paper presents the development of a new computational 
model to predict Marangoni convection in a cavity with a 
curved and deforming free surface. The model is then used to 
study the influence of Ma and Ca on thermocapiUary flows in 
a cavity for different static contact angles. The two-dimen
sional transient incompressible continuity, momentum, and 
energy equations are solved using a pressure correction method. 
The normal surface stress is modeled as an equivalent surface 
pressure whereas the tangential surface tension gradient force 
is incorporated in the momentum equations as a body force 
using a continuum surface force model (Kothe et al., 1991). 
The free surface location is computed using the volume-of-
fluid transport equation (Torrey, 1985) on a fixed Cartesian 
grid. In contrast to most existing analytical and computational 
tools for the study of thermocapiUary flows, a priori specifi
cation of interface shape is not required. The ability to study 
the transient evolution of a thermocapiUary flow is also unusual 
in that most previous models are only capable of obtaining 
steady-state solutions for the model equations. In summary, 
the ability to model transient evolution of thermocapiUary flow 
including significant deformation of interfaces of arbitrary 
topology make this a unique tool for the study of thermocap
iUary flows. 
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present study, buoyancy terms are absent from the momentum 
equations since the focus is on Marangoni convection in a zero 
gravity environment. Application of the principle of conser
vation of energy to the configuration of interest yields the 
following thermal energy transport equation. 

dT dT dT 
Energy: — + u —+ v — = a 

dt dx ay 

d2T d2f 
dx2+'dy2 (5) 

A rigid no-slip boundary condition at the cavity walls, and the 
thermal boundary conditions for the energy equation, are en
forced by the following equalities. 

u(0,y) = v(0,y) =0 , 7(0, .y) = 7HOT 

u(L,y) = v(L,y)=0, T(L,y) = TCOLD 

Fig. 1 Fluid configuration in a plane 2-D cavity 

Mathematical Formulation 

The physical domain under consideration is a rectangular 
cavity of width L containing a Newtonian fluid of average 
height H as shown in Fig. 1. The rigid side walls at x = 0 and 
x = L are maintained at constant temperature Thot and TcM 

respectively whereas the bottom rigid wall is insulated. The 
viscosity /*, specific heat c, thermal conductivity k, and heat 
transfer coefficient at the free surface hQ are constant. The 
surface tension coefficient is assumed to vary linearly with 
temperature. 

da 
a=aK( + — (T- 7W) (1) 

where da/dT is a negative constant for a given fluid. <rref and 
T!tl are the reference values for the surface tension coefficient 
and temperature respectively. 

The appropriate equations for describing transient two-di
mensional motion of an incompressible fluid in terms of di
mensional primitive variables are: 

(2) 
_ . . du dv „ 
Continuity: — + — = 0 

dx dy 

x-momentum: 
du du du 
— + u — + v—- = 
dt dx dy 

/-momentum: 

dv dv dv 
^r+u —+v—= -
dt dx dy 

1 dP 
— — + v 

p dx 

i dp 
— T-+V 

p dy 

d2u d2u 

_dx2+dy2_ 

rd2v d2v 

_dx2 + dy2_ 

+ -Fi0 

~ 1 svx 
p 

~ L svy 
P 

(3) 

(4) 

where the terms F^l, and F^y are the x- and /-components of 
the tangential surface tension gradient volume forces derived 
from the continuum method (Kothe,1991). Details of how these 
forces are modeled will be presented in a later section. In the 

u(x, 0) = v(x, 0) =0 , 
dT 

dy 
= 0 (6) 

y = 0 

The free surface is subject to normal, tangential, kinematic, 
and heat transfer boundary conditions. Although the tangen
tial shear stress boundary condition at the free surface is ex
plicitly incorporated in the momentum equations, it is presented 
here for clarity. 

do 

' ds 
Shear stress balance: /* 

dus dv, 

dn ds 
(7) 

Normal stress balance: P = P0 + 2tl^-OK 
dn 

(8) 

where us and v„ are the tangential and normal velocity com
ponent at the free surface, K is the curvature of the free surface 
and P0 is the vapor pressure in the gas region. The present 
model does not include dynamics for the gas phase so the 
vapor pressure is assumed to have a constant value. The kin
ematic boundary condition at the free surface requires that the 
fluid velocity normal to the free surface is zero with respect 
to the free surface and is given by: 

a/ df df 
— + u—+v— = 0, 
dt dx dy 

(9) 

where/is the fractional volume of the fluid in a computational 
cell. This takes a value of unity at a point in space occupied 
by fluid and a value of zero if fluid does not occupy that point. 
The liquid-vapor interface is located at t h e / = 0.5 contour. 
The volume-of-fluid (VOF) algorithm solves the above equa
tion in the full computational domain and thereby automat
ically satisfies the kinematic boundary condition at the free 
surface. Finally a heat flux balance at the free surface gives 
rise to the following expression: 

-kd-f=hc{T-T0) 
dn 

(10) 

Nomenclature 

A = aspect ratio 
Bd = dynamic Bond number 
Bo = static Bond number 
Ca = capillary number 

F = force 
Gr = Grashof number 
hc = film coefficient at interface 
k - thermal conductivity 

Ma = Marangoni number 
n = coordinate normal to inter

face 

Nu = 
P = 

Pr = 
Re = 

5 = 
t = 

T = 

U, V = 

x,y = 

Nusselt number a 

pressure . ft 
Prandtl number 
Reynolds number AT 
coordinate along interface 
time K 

temperature v 

components of unit tangent 0 
vector p 
x- and /'-component velocity a 
Cartesian coordinates fx 

thermal diffusivity 
coefficient of thermal expan
sion 
characteristic temperature dif
ference 
curvature 
kinematic viscosity 
contact angle 
density 
surface tension coefficient 
dynamic viscosity 
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Fig. 2 Interface transition region on a Cartesian grid 

where T0 is a specified temperature distribution in the gas 
region. 

Dimensional analysis of the governing equations and free 
surface boundary conditions produces several dimensionless 
parameters that have been identified by previous investigators. 
The frequently appearing dimensionless parameters are: A = 
H/L, Re = {\do/dT\ATH)/(nv), Ca = (\da/dT\AT)/aK!, Pr 
= v/a, Ma = {\da/dT\ATH)/ixu,Nu = (hcH)/k. In addition 
to these dimensionless parameters, the initial free surface shape 
must be specified through a static contact angle. Since the 
present study is focused on Marangoni convection in a zero 
gravity environment, dimensionless parameters containing the 
acceleration due to gravity such as Grashof number (Gr = 
p2g(3ATH3/ix2), Static Bond number (Bo = pgH2/are!), and 
Dynamic Bond number (Bd = pgL2/(\da/dT\AT)) are zero. 

Modeling of Surface Tension and Its Gradient 
The normal surface tension force was modeled using a sur

face pressure technique (Torrey, 1985) and can be written in 
terms of the surface pressure as: 

PS = P-PQ=-<JK + 2IX-^. (11) 

dn 
The curvature of the free surface (K) is computed at an interface 
from a surface shape reconstruction based on the value of the 
VOF function in a cell and in its neighbor cells. The radius of 
curvature is the reciprocal of the rate-of-change of slope along 
the surface computed from this reconstruction. At a solid/ 
fluid interface the specified contact angle is included in the 
surface reconstruction. The resulting surface pressure acts like 
a wall adhesion force that forces the fluid to make the specified 
contact angle at a solid wall but permits motion of the contact 
line along the solid boundary. 

The tangential surface tension gradient force is computed 
as a cell-centered quantity. It is modeled using the VOF func
tion as a color variable that varies continuously in a transition 
region of finite thickness as shown in Fig. 2. The tangential 
volume force derived from the continuum surface force (CSF) 
model (Kothe 1991) can be written as 

r«> = 
-./ , da da 

+J 
da da 

^Jy^Jx lv/1 

(12) 
where the x- and j>-components of the unit tangent at the free 
surface, tx and ty, are evaluated using the gradients of the VOF 
function. The tangential volume force computed by Eq. (12) 
varies smoothly across the transition region, and is zero outside 
the region, because the unit tangent and VOF gradient from 
which it is computed have precisely these properties. The finite 
difference formulation used to compute do/dx and da/dy is 
biased toward the liquid side of the interface to insure that their 
evaluation is performed using values in the fluid cells. Sasmal 

(1993) presents a detailed derivation of Eq. (12) and its finite 
difference approximation. Using an explicit difference for
mulation, the x and y components of the tangential forces from 
Eq. (12) are incorporated into the momentum Eqs. (3, 4). 

Solution Procedure 
The flow field is discretized into finite volumes forming a 

staggered Cartesian grid on which velocities are defined at cell 
faces and pressure at the cell center. A semi-implicit finite 
volume approximation to the transient two-dimensional in
compressible Navier-Stokes equations reduces the problem to 
solving a system of nonlinear algebraic equations to advance 
the solution from one time level to the next. This system is 
solved using a successive over-relaxation procedure (Torrey, 
1985). The cell-centered VOF function is then advanced using 
a donor-acceptor scheme specifically designed to avoid exces
sive diffusion and thereby to preserve steep surface slopes 
(Nichols, 1980). A free surface reconstruction based on the 
VOF function values in neighbor cells is used to approximate 
the surface shape in a cell as aligned predominantly with either 
the x or the y coordinate. Fluid is then transferred from the 
donor cell to the acceptor cell according to the velocity pre
viously computed for the cell face, but limited to no more than 
the amount of fluid in the cell at the beginning of the time 
step. The thermal energy transport equation is discretized using 
an explicit finite volume approximation on the same Cartesian 
grid with the temperature defined as a cell-centered quantity. 
The thermal energy equation is solved using the new-time level 
velocities to compute the advection terms. The solution is ad
vanced through time in finite size steps which are limited in 
magnitude by appropriate stability considerations. 

All analyses conducted during this study begin with a stag
nant uniform field and terminate when the flow field and 
temperature fields cease to change. An analysis was judged to 
have reached a steady state solution when all velocities and 
temperatures remain unchanged to 5 significant places for two 
successive time steps. A Silicon Graphics 4D/35 workstation 
served as the computational platform for all the analyses pre
sented in the following paragraphs. The level of computational 
effort required to complete the analyses ranged from approx
imately twenty minutes of CPU time for the most rapid anal
yses to approximately 5 hours for the most challenging analysis. 

Results and Discussion 
Before using the new computational model as a tool for 

investigating the influence of various dimensionless parameters 
on Marangoni convection with a curved and deforming free 
surface in a cavity, it is prudent to demonstrate the fidelity of 
the model in representing such a flow. A previously published 
solution (Sen and Davis, 1982) based on an asymptotic analysis 
of flow at low Marangoni and Reynolds number in a small 
aspect ratio cavity was selected as an appropriate test case. 
The asymptotic solution was obtained for a 90 deg contact 
angle and is valid for slight deviations from the initially spec
ified flat interface. Using a Nusselt number of unity, heat 
transfer at the interface was computed based on a linear tem
perature distribution in the gas phase. The flow conditions for 
this numerical experiment are characterized by the following 
dimensionless parameters: Re = 1.0, Pr = 0.2, A = 0.2, Nu 
= 1.0, Ca = 0.08, and Gr = 0.0. 

Both the asymptotic analysis and the computational model 
predict a rise in fluid height along the cold wall and a depression 
of the fluid surface at the hot wall. The asymptotic analysis 
predicts a depression of the interface at the hot wall to height 
of 0.175, in excellent agreement with the computational mod
el's prediction of 0.174. The computational model's prediction 
of a rise in fluid height at the cold wall to a height of 0.224 
is also in excellent agreement with the asymptotic model's 
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Fig. 3 Computed surface shape for low aspect ratio cavity 

Fig. 4 Marangoni convection for a 90 deg contact angle, (a) 34 x 31 
nonuniform mesh; Steady-state isotherms (left) and streamlines (right) 
for (6) Ma = 10, Ca = 0.1, (c) Ma = 100, Ca = 0.1, (d) Ma = 500, CA 
= 0.05 Isotherms are equally spaced ranging from a normalized value 
of +1/2 at hot wall to -1/2 at cold wall. Streamlines are also equally 
spaced. 

Table 1 Case matrix for thermocapillary convection in a 
cavity (Pr = 1.0, A = 1.0, Nu = 0.0, Gr = 0.0) 

Case No. 

1 
2 
3 
4 

5 
6 
7 
8 

9 
10 
11 

12 
13 

e 
90 deg 
90 deg 
90 deg 
90 deg 

60 deg 
60 deg 
60 deg 
60 deg 

10 deg 
10 deg 
10 deg 

120 deg 
120 deg 

Ma 
10 
100 
100 
500 

10 
10 
100 
500 

10 
100 
500 

100 
500 

Ca 
0.1 
0.1 
0.05 
0.05 

0.1 
0.05 
0.1 
0.05 

0.1 
0.1 
0.05 

0.1 
0.2 

Free Surface Location 

1.02 

prediction of 0.225. Similar configurations were studied by 
Chen et al. (1990) using a steady state computational model 
which iteratively adjusts a curvilinear coordinate system to fit 
the interface shape. Their model predicts interface shapes sim
ilar to that depicted in Fig. 3, providing additional confidence 
in the new computational model. 

The geometric configuration used to study the dependence 
of thermocapillary flow on Marangoni number, Capillary 
number, and contact angle, is presented in Fig. 1. To eliminate 
the influence of interfacial heat transfer on the thermocapillary 
flow, the Nusselt number has been set to zero for all analyses 
in this study. Likewise, a value of unity was specified for both 
Prandtl number and aspect ratio. For a pool with a curved 
free surface, the aspect ratio is defined as the ratio of average 
fluid height, (height corresponding to a level surface enclosing 
the same volume), to the width. Table 1 presents the case matrix 
for studying the influence of Ma, Ca, and contact angle on 
Marangoni convection in a cavity. 

The 34 x 31 nonuniform mesh displayed in Fig. 4(a) was 
used to study flows with a 90 deg contact angle. The mesh is 
refined near the free surface to capture the details of the so
lution. The steady state isotherms and streamlines for the 90 
deg contact angle cases are shown in Fig. 4(b-d). Isotherm 
shapes for the low Ma number case confirm that conduction 
is the dominant mode of heat transfer for this case. As Ma is 
increased, the growth of surface tension driven convection 
beneath the free surface toward the cold wall is obvious in the 
increased distortion of the isotherms. Since the full-field iso
therm and streamline patterns predicted for cases 2 (Ca = 0.1) 
and 3 (Ca = 0.05) are indistinguishable, only the patterns for 
case 2 are included in Fig. 4. However, Fig. 5 displays the 

1.01 

0.99 

0.98 

0.97 
0.2 0.4 0.6 0.8 1 

X- Position 

Fig. 5 Free surface deformation for Ma = 100, Ca = 0.1/0.05, 
0 = 90 deg 

predicted interface shapes for these cases using a magnified 
height scale to reveal that the surface deformation does increase 
with increasing Ca. Interface shapes predicted by Chen et al. 
(1990) using their steady state model exhibited a similar de
pendence. 

A mesh sensitivity study was executed using the two meshes 
displayed in Fig. 6(a). The steady state isotherms and stream
lines computed for Ma = 10, Ca = 0.1, and 6 = 60 deg (case 
5) using these grids are shown in Figs. 6(b) and 6(c). The 
solutions displayed in these figures are virtually identical, lead
ing to the conclusion that the coarser mesh is acceptable for 
subsequent analyses. Compared to the initial static isothermal 
meniscus, the minimum surface height location of the final 
interface is shifted towards the hot wall due to an increase in 
fluid height at the cold wall and a decrease in height at the 
hot wall. Full-field isotherm and streamline displays for case 
6 (Ma = 10, Ca = .05) are indistinguishable from those of 
case 5 and, therefore, are not presented. Figures 6(d-e) show 
the steady state isotherms and streamlines for other 60 deg 
contact angle cases. They clearly show an increased isotherm 
distortion at higher Ma. Further, the streamline field associated 
with Ma = 500 shows a shifting of the vortex toward the cold 
wall and the streamlines being drawn further into the cold 
wall/interface junction. 
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Fig. 6 Marangoni convection for a 60 deg contact angle, (a) Nonuniform 
meshes for grid sensitivity study. Steady-state isotherms (left) and 
streamlines (right) for (b) Ma = 10, Ca = 0.1, 34 x 40 mesh, (c) Ma = 
10, Ca = 0.1, 54 x 60 mesh, (d) Ma = 100, Ca = 0.1, (e) Ma = 500, Ca 
= 0.05. Isotherms are equally spaced ranging from a normalized value 
of +1/2 at hot wall to - 1 / 2 at cold wall. Streamlines are also equally 
spaced. 

(=) 

(W (c) 

Fig. 7 Marangoni convection for a 10 deg contact angle. Steady-state 
isotherms (left) and streamlines (right) for (a) Ma = 10, Ca = 0.1, (b) Ma 
= 100, Ca = 0.1, (c) Ma = 500, Ca = 0.05. Isotherms are equally spaced 
ranging from a normalized value of +1/2 at hot wall to -1 /2 at cold wall. 
Streamlines are also equally spaced. 

Analyses of small contact angle (10 deg) flows were per
formed using a nonuniform 34 x 55 mesh graded to capture 
the flow details near the interface. Because the preceding anal
yses demonstrated a consistent and very small increase in free 
surface deformation with increasing Ca, a pair of cases de
signed to study this dependence was not included in the 10 deg 
set. Further, the small contact angle provides an even stiffer 
boundary condition for the surface which should hold the 
surface more tightly in place and permit even less difference 

(a) (b) 

Fig. 8 Marangoni convection for a 120 deg contact angle. Steady-state 
isotherms (left) and streamlines (right) for (a) Ma = 100, Ca = 0.1, (b) 
Ma = 500, Ca = 0.2. Isotherms are equally spaced ranging from a 
normalized value of +1/2 at hot wall to - 1 / 2 at cold wall. Streamlines 
are also equally spaced. 

Oimensionless Y-Coordinale Dimensionless Y-Coordinale 

Local Nu at the led hot wal! Local Nu at the right cold wall 

Fig. 9 Nusselt number distribution along cavity walls for a 10 deg 
contact angle 

in surface deformation than was observed for the 60 and 90 
deg cases. Steady state isotherms and streamlines for the 10 
deg contact angle cases are shown in Fig. 7. The thermocap-
illary flow toward the cold wall is more pronounced than 
observed at the higher contact angles, distorting the isotherms 
as Ma increases. Figure 7(c) clearly depicts the shifting of the 
vortex toward the cold wall and the distortion of the streamlines 
into the cold wall interface junction with increasing Ma. 

Analyses for a 120 deg contact angle were performed on a 
34 X 38 nonuniform mesh. The steady state isotherms and 
streamlines for the two 120 deg contact angle cases are shown 
in Fig. 8. High capillary numbers were chosen to enhance free 
surface deformation. Again, the free surface rises along the 
cold wall and falls along the hot wall. As expected, an increased 
distortion of isotherms at higher Ma was observed with an 
accompanying translation of the vortex core and distortion of 
the streamlines towards the cold wall. 

Graphical displays of the influence of Ma, Ca, and 6 on 
local Nu at the cavity walls are presented in Figs. 9 to 11. The 
local Nu at a cavity wall was defined as the ratio of local heat 
flux to the heat flux for pure conduction between the hot and 
cold walls. Figure 9 reveals the strong dependence of local Nu 
on height for flow with a contact angle of 10 deg. For both 
cavity side-walls, and for all three cases displayed, Nu decreases 
rapidly with height in the vicinity of the interface and ap
proaches zero at the free surface. This result is consistent with 
the isotherms, streamlines, and interface shapes depicted in 
Fig. 7 for these flows. Since the streamlines do not penetrate 
the narrow corner region in the vicinity of the contact line, it 
is reasonable to expect that fluid in this region is nearly stagnant 

' and that the fluid temperature will approach the wall temper
ature as a steady-state is established. Without significant ad-
vective transport, this equilibration between wall and fluid 
temperature reduces heat transfer to near zero as reflected by 
the precipitous drop in Nu near the free surface. As the contact 
angle is increased, flow into the contact region becomes more 
vigorous moving the Nu maximum on the cold wall toward 
the free surface, (Figs. 9, 10, 11). Figure 10(6) shows that the 
maximum Nu at the cold wall has moved to the free surface 
for a 90 deg contact angle. Figure 11 shows that the maximum 
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Fig. 10 Nusselt number distribution along cavity walls for a 90 deg 
contact angle 
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Fig. 11 Nusselt number distribution along cavity walls for a 120 deg 
contact angle 

Nu on the hot wall has also moved to the free surface for flow 
with a 120 deg contact angle. 

Figures 9 through 11 show a greater variation in Nu along 
a cavity wall for high Ma flow than for low Ma flow. This is 
consistent with the previously noted increase in intensity of 
vortex motion associated with increasing Ma. As flow intensity 
increases, advective transport enhances heat transfer leading 
to larger values of maximum Nu near the free surface at the 
cold wall. The increased heat transfer near the contact line 
lowers the temperature of the fluid flowing past the wall. This 
results in suppression of the Nu along the lower wall to values 
below those computed for lower Ma flow. The Nu-distributions 
along the hot wall also show an increase of maximum Nu with 
increasing Ma. 

It is interesting to note that although the flow patterns, 
temperature distributions, and Nu distributions are dependent 
on contact angle, the qualitative dependence of Marangoni 
convection on Ma and Ca is similar for all cases considered 
in this study. 

Summary and Conclusions 
A new computational model was developed to predict ther-

mocapillary convection in a cavity with a curved and deforming 
free surface. The volume-of-fluid algorithm is used to track 
free surface evolution through an Eulerian mesh. The normal 
surface tension force is modeled using a surface pressure model 
and the tangential surface tension gradient force is modeled 
using a modification of the Continuum Surface Force model. 
Computational predictions by this model are shown to be in 
good agreement with previous analytical and numerical results. 

The influence of Ma and Ca on thermocapillary convection 
in a cavity is investigated for different static contact angles. 
Surface deformation is shown to increase with increasing Ca 
and larger distortion of isotherms is observed for higher Ma 
flows. For a given Ma and Ca, thermocapillary flow toward 
the cold wall is more pronounced for small contact angle flows 
than for large contact angle flows. Maximum local Nu and 
average Nu both increase with increasing Ma and the local 
maximum moves toward the free surface with increasing con
tact angle. 
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The Effect of Interfacial Waves on 
the Transition to Slug Flow 
It has been proposed by the authors that the transition to slug flow depends on the 
growth of waves in the two-phase flow and thus may predict if the laws of wave 
growth in closed channel are known. In this work, this proposition is tested by 
examining the highest waves and the transition to slug flow for air and water, air 
and water with surface tension reduced by addition of surf ace-active agents, air and 
water with increased viscosity by addition of corn syrup and air and ethanol. In 
each case it is found that the predicted transition to slug flow agrees well with 
experimental data. Neither a lower surface tension nor a higher viscosity has any 
effect on the transition to slug flow, but the use of surface active agents reduces 
the wave growth rate and causes the transition to slug flow to shift to higher gas 
velocities. 

Introduction 
The slug flow is rather unique among the two-phase flow 

patterns in that it is characterized by high pressure and flow 
rate fluctuations. The liquid slugs, driven at high velocity by 
the gas trapped behind them, have been known to damage 
conduits. Thus, the determination of the conditions under 
which slug flow exists is important for many industrial proc
esses. 

The first flow pattern map was introduced by Baker (1954), 
based strictly on experimental data. In this chart the transitions 
between flow patterns depend on liquid and gas flow rates 
modified somewhat by fluid properties. Actually, charts based 
on such criteria are somewhat misleading since the slugs are 
known to form on stationary liquid and it is the liquid level 
that is a better criterion for slug formation. The liquid level 
is not an easily measurable quantity, but it can be determined 
if the interfacial shear is known. 

In the 70s, the transition to slug flow was studied in a more 
fundamental manner and a number of hypotheses were pre
sented. Although they are based on different physical prin
ciples, they agree rather well with each other and the 
experimental data, but these were obtained for air and water. 

More recently, Wu et al. (1987) have found that these 
theories do not agree well with the experimental data for hy
drocarbon fluids at high pressure. 

Kordyban has proposed previously (1990) that the transition 
to slug flow may be dependent on the rate of wave growth 
and used the data for wave height in air and water in support 
of his hypothesis. 

In order to investigate this subject further, tests were con
ducted with water where the surface tension was reduced by 
the use of a surface-active agent, as well as test with water 
with additives to increase the viscosity. 

The results obtained in this work are presented here. 

Background 
In 1970, Kordyban and Ranov (1970) published a paper 

which described an experimental and theoretical investigation 
into the transition to slug flow and proposed that this transition 
is due to the Kelvin-Helmholtz instability of nonlinear waves. 
They found that, in order to predict the transition, the knowl
edge of the wavelength is necessary. It is interesting to note 
that a similar conclusion was reached by Ahmed and Banerjee 
(1985) who performed a much more sophisticated mathemat
ical analysis. 

Wallis and Dobson (1973) were able to correlate their ex
perimental results quite well on a J* - a graph and the resulting 
curve was expressible by a simple equation. 

J* = l/2a3 (1) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
December 6, 1992; revised manuscript received December 7, 1993. Associate 
Technical Editor: O. C. Jones. 

Kordyban (1977a) obtained data for the transition to slug 
flow in a rectangular channel. The data correlated quite well 
on a J* - a graph, but deviated somewhat from the Wallis-
Dobson equation. It did agree, however, with the relationship 
of Taitel and Dukler (1976) who also assumed Kelvin-Helm
holtz instability as the cause for the transition to slug flow and 
introduced an empirical constant to account for the lower 
threshold of instability for nonlinear waves. 

It should be noted that in the latter relationships the wave
length is not needed to predict the transition to slug flow. In 
fact, Wallis and Dobson, in the course of their investigation, 
observed various shapes of waves, while in Kordyban's ex
periments the wavelength varied by a factor greater than 10, 
and yet all the data could be correlated by a single curve. These 
facts seem to indicate that the wave is simply a conveyance 
whose crest brings the liquid surface into the high velocity field 
where it becomes unstable. This, in fact, was confirmed by a 
photographic study of unstable waves by Kordyban (1985). He 
found that, just prior to the formation of a slug, the hitherto 
smooth crest of the waves breaks up into ripples and it is one 
of the ripples that grows to become a slug. 

There are several other relationships which were developed 
and all agree reasonably well with each other and with the 
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data, but it should be noted that all the data have been obtained 
for air and water at atmospheric pressure. While the ratio of 
densities is taken into account in the existing relationships, 
there is no mechanism in them to consider the role of viscosity 
or surface tension. 

The Taitel and Dukler relationship seems to have found 
favor with the workers in the field, but in applying it to hy
drocarbon fluids, Wu et al. (1987) have found a marked dif
ference between it and the actual transition to slug flow in the 
sense that the actual transition occurs at higher gas velocities. 
Since their experiments were conducted in an 8-in. diameter 
tube at a pressure of 75 bar, the authors attribute this difference 
to high pressure and apply an instability analysis for linear 
waves developed by Wallis. 

It appears rather doubtful, however, that a linear theory is 
really applicable here in view of the rather detailed studies of 
instability described previously. It is felt that the discrepancy 
is due to a different rate of wave growth which, as shown here, 
appears to be the only factor determining the transition to slug 
flow. 

A note on the instability of liquid surface should be added 
here, since there appears to be some confusion on this subject. 
In considering the formation of slugs two instabilities should 
be considered. The first of these is the instability of the plane 
liquid surface resulting in the formation and growth of waves. 
This does not seem to be the Kelvin-Helmholtz instability, since 
the growth of waves is relatively slow and orderly. As the 
waves grow and approach the channel top, a second instability 
occurs. This is the Kelvin-Helmholtz instability which results 
in explosive growth of a wave which then becomes a slug. This 
is the instability dealt with in this work. 

Theory 
Since the wavelength or shape seems to play no role in the 

transition to slug flow, Kordyban (1990) has proposed that the 
transition to slug flow may be obtained by studying the laws 
of wave growth. In his study of the wave instability he derived 
a criterion for the transition to slug flow considering the force 
balance on the wave. 

Referring to Fig. 1, the origin is placed at the wave crest 
and, the upward force on an element of liquid at the crest due 
to aerodynamic pressure is 

(p-pc)dx. 

The restoring force due to gravity is 

g(Pi~ Pg)i)dx 

From Bernoulli equation 

//////////////////////////////// nmiiiuiliiniiim 

P-Pc 2 
1 -

hc + v 
(1) 

77777777777777777777777777777777777777777777777777777 
Fig. 1 Schematic of wave and associated nomenclature 

over a wavy liquid surface Kordyban (1977b) found that a 
better agreement with experiment is obtained if the pressure 
difference in Eq. (1) is multiplied by 1.35. Furthermore, the 
term in brackets may be expanded. Thus modified Eq. (1) 
becomes 

2 

P~Pc = 
1.35PaVi 

1 - 1 + 2 
hc 

- 3 ^ - + 3hl + (2) 

Limiting our range to the vicinity of crest where 17 « hc we 
have 

1.35p„Kc7? 
P~Pc = 7 (3) 

K 
At instability the upward and the restoring force are equal, 

thus 
1 V T/2 

(p-pc)dx = g(pi-pg)r)dx; g—=l (4) 
ghc pi-pg 

This equation, while derived assuming that the Kelvin-Helm
holtz instability occurs first at the wave crest, rather than over 
the whole wave and agrees fairly well with experimental data, 
is not usable in practice, since hc is not an easily determinable 
quantity. It can be expressed, however, in Wallis-Dobson no
tation by the following process. 

The continuity equation can be expressed as 

JH= Vchc (5) 

Since, for high waves, the mean level is nearly one third of 
the wave height from the trough, which has been found from 
the work of Kordyban (1977b) for the range of gas velocities 
under consideration here, 

In his study of aerodynamic pressure due to gas flowing 

hc = H-hw--h, 

and, for rectangular channel, 

hc 2 h 

H=a-~3H 

Substituting into Eq. (4) we have 

(6) 

(7) 

Nomenclature 

c = wave speed 
D = pipe diameter 
g = acceleration of gravity 
h = wave height 

H = total channel depth 
hc = the distance from wave crest 

to the channel top 
hw = liquid level 

J = superficial gas velocity (Wallis-
Dobson relationship) 

f = /__£!_ 
Pi 

gH 
1/2 

k --
P --

Pc --
r -

USG --

V = 

v, -
Vc --
X = 

- wave number 
= pressure 
= pressure at the crest 
= pipe radius 
= superficial gas velocity (Lin 

Hanratty relationship) 
= gas velocity 
= mean gas velocity 
= gas velocity at the crest 
= fetch, the distance from the 

point of tangency of the guide 

a 
X 
V 

P, 
P\ 
a 

ec 
V 

a) 

plate at entrance to the point 
of measurement 
void fraction 
wavelength 
kinematic viscosity of liquid 
gas density 
liquid density 
surface tension 
defined in Fig. 12 
surface elevation measured 
from crest 
wave frequency 
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Fig. 2 Schematic of equipment and instrumentation 
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Fig. 3 Portion of oscillograph record showing waves of various heights 

1.35 J2 

mw-H Pr 
-=1 

and solving for J 

Pl-Pg rj I 2 h 
(8) 

and using Wallis-Dobson notation for dimensionless volume 
flux J*, we have 

3/2 / , \ 3/2 

J =0.861 a 
2h_ 
3H 

= 0.861 
H 

(9) 

Equation (9) clearly indicates the necessity for the knowledge 
of the wave height. 

The Wave Growth for Air and Water 
Experimental Work Equipment and Instrumentation. The 

tests were conducted in a channel made of transparent acrylic 
plastic 10 cm deep, 15 cm wide, and about 5 m long, shown 
in Fig. 2. The upstream end was equipped with an air entry 
which contained a guide plate extending to the liquid surface. 
This permitted the initial tangential contact between air and 
water. The downstream end had a sloping beach made of 
screens and gravel to minimize the reflection of the waves. The 
channel was mounted on adjustable supports which permitted 
the variation of the slope. 

The liquid level was measured by means of electrical con
ductivity gages which consisted of two parallel platinum wires 
0.127 mm in diameter and about 3 mm apart located in a 

vertical plane in the channel. They were connected to a bridge 
amplifier powered by 400 Hertz a-c and the results were dis
played on a recorder to permit the examination of wave char
acteristics and to determine the maximum wave heights. The 
rms value of the wave height was determined by a true rms 
voltmeter capable of measuring the signal accurately down to 
0.1 Hertz. A band pass filter was used to determine the mean 
liquid level of the wavy surface. The gages were frequently 
calibrated by comparing their readings to those of a hook gage 
for level liquid surface. 

Test Procedures. All tests were conducted on nominally 
stationary liquid. Two types of tests were conducted. In the 
first of these, the rms wave height was determined as a function 
of air velocity and the distance from the initial contact between 
air and the liquid, commonly known as fetch. For this purpose 
three measuring stations were employed, placed along the 
channel. For each water level a particular air velocity was set 
and the slope of the channel was adjusted to obtain equal 
liquid levels at all measuring stations. Once an equilibrium 
was attained, the measurements of the air velocity and of the 
wave height were taken. Since the waves produced by a par
ticular air velocity are of variable height, it was decided to use 
the rms value as the significant wave height. A typical oscillo
graph record is shown in Fig. 3. 

In the second series of tests, the transition to slug flow was 
determined, as well as the highest waves just prior to the for
mation of slugs. To accomplish this the air velocity was in
creased in steps for each liquid level, until it was judged that 
the formation of slugs was impending. At that point the ve
locity was increased in very small steps, while the recorder 
measuring the wave heights was run. This was continued until 
the first slugs appeared, when the value of air velocity, of the 
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Table 1 Properties of liquids used in the experiments 

Liquid Density 
kg/m3 

Viscosity 
cp 

Surface tension 
N/m 

Water 
Water with 
25% syrup 
Water with 
soap 
95% Ethanol 

998 
1087 

998 

800 

1.0 
2.63 

1.0 

1.2 

0.073 
0.073 

0.039 

0.023 

mean liquid level and of the wave height was recorded. The 
void fraction was found directly as a ratio of cross section 
occupied by air to total area of channel. The properties of 
various liquids are shown in Table 1. 

The Tests With Air and Water 
The results of the tests with air and water are taken from 

previous work by Kordyban (1977a, 1978). They were con
ducted according to the procedures described in the previous 
section and are used here for comparison with results of tests 
with other fluids. 

While much information is available on the wave growth 
under the action of wind, the conditions in a conduit of limited 
cross section are significantly different. The mechanism of 
producing the initial disturbance on smooth liquid surface is 
probably identical on open bodies of water and closed chan
nels, but as the waves grow, the negative pressure at the crest 
is substantially higher in the latter case. 

In order to determine some relationships for wave growth 
under conditions more closely related to slug formation, Kor
dyban (1978) has studied the growth of water waves in a channel 
described here. 

Some conclusions which may be drawn from this work are: 
1. As the waves proceed down the channel, they grow not 

only in height, but also increase in length and retain a height 
to length ratio of approximately 0.1. 

2. The growth is exponential until the ratio of water depth 
to wave length reaches about 0.6. At that point, probably due 
to increased losses at the bottom, the growth rate falls off and, 
at a depth to wave length ratio of 0.28, the growth ceases, so 
that an equilibrium wave length, independent of gas velocity 
is reached. This is not expected to continue indefinitely, be
cause at very high gas velocities the regular structure of the 
waves is broken up with much turbulence and spray. Figure 4 
shows the exponential growth in the region where it is inde
pendent of liquid depth. 

In the work described by Kordyban (1977) the transition to 
slug flow for air and water in the rectangular channel described 
above was studied. During these tests the height of the highest 
waves just prior to the transition to slug flow was measured. 
These values are used here to determine whether Eq. (9) agrees 
with experimental data. 

When the values of wave heights were inserted into Eq. (9), 
J* thus calculated was plotted as a function of the void fraction 
a in Fig. 5 where the results correlate fairly cleanly by a single 
curve. Superimposing this curve upon the data for the tran
sition to slug flow in Fig. 6, it is seen to form an upper bound 
to the data. This is reasonable, because it is not the measured 
waves, but rather the next higher ones which became unstable 
and formed the slugs. In Fig. 6 the values of J* were calculated 
using the measured values of air flow rate. 

Wave Growth for Water With Surface Tension Reduced 
by a Surface-Active Agent 

To test the dependence of slug formation on wave height, 
it was decided to perform experiments with fluids which possess 
properties substantially different from those for water. The 
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Fig. 4 RMS wave height as a function of airvelocity and fetch forvarious 
liquids in the exponential part of wave growth [uncertainty estimate, 
wave height less than 5 percent (Vg - cf X less than 2 percent]. Un
certainty estimates as shown by bars apply to all points in the proportion 
shown. 

0.1 

0.05 
° WATER WITH SOAP 

O WATER 

_L 
0.5 
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T75~ 

Fig. 5 J* calculated from Eq. (9) based on maximum wave height for 
water and water with soap. [Uncertainty estimate, J* less than 15 percent, 
a less than 4 percent] Uncertainty estimates as shown by bars apply to 
all points in the proportion shown. 
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Table 2 Results of measurements for various fluids at the 
transition to slug flow 

Superficial 
air velocity 

m/s 

1.26 
1.74 
2.21 
2.38 
2.41 
2.71 
2.92 
3.08 
3.25 
3.50 
3.59 
3.90 
3.93 
4.47 
4.47 
4.95 
5.06 
5.97 
6.39 
6.99 

Superficial 
air velocity 

m/s 

1.89 
1.93 
2.35 
2.51 
2.87 
3.18 
3.69 
3.94 
3.94 

Superficial 
air velocity 

m/s 

2.29 
2.79 
2.82 
3.20 
3.24 
3.39 
3.62 
2.73 
2.94 
4.02 
4.07 
4.42 
4.55 
5.47 
5.49 
6.24 
6.45 

A. Air and water with soap 

Mean liquid level 
cm 

8.10 
7.62 
7.30 
6.99 
7.08 
6.66 
6.51 
6.40 
5.87 
6.03 
5.87 
5.24 
4.93 
4.60 
5.08 
4.29 
4.36 
3.81 
3.81 
3.49 

Superficial 
air velocity 

m/s 

1.20 
1.64 
1.90 
2.21 
2.26 
2.51 
2.59 
2.93 
3.33 
4.00 
4.69 
5.46 
5.98 
6.81 
7.42 

Distance from crest 
to top of channel 

cm 

0.952 
1.28 
2.54 
1.59 
1.27 
1.90 
1.90 
2.54 
2.22 
2.54 
2.54 
3.17 
3.81 
3.81 
4.44 

B. Air and water with 25% syrup 
Mean liquid level 

cm 

7.24 
6.91 
6.48 
6.30 
5.59 
5.28 
4.83 
4.32 
4.52 

C. Air and 95% ethanol 
Mean liquid level 

cm 

6.35 
5.72 
5.84 
5.33 
5.33 
5.72 
4.83 
4.70 
5.08 
4.45 
4.45 
4.45 
4.45 
3.81 
3.81 
3.81 
3.18 

Distance from crest 
to top of channel 

cm 

2.10 
1.63 
2.97 
1.63 
3.86 
2.03 
4.19 
3.86 
1.75 

Distance from crest 
to top of channel 

cm 
2.53 
2.79 
2.53 
3.17 
3.04 
2.85 
3.55 
3.81 
3.81 
3.94 
3.94 
4.44 
4.37 
5.39 
5.24 
5.07 
5.88 

theory accounts for the density and the two properties of sig
nificance appear to be surface tension and viscosity. Since 
hydrocarbon liquids, such as crude oil or kerosene, have both 
a lower surface tension and a higher viscosity than water, a 
somewhat different approach was taken to separate the effects 
of these two properties. 

In order to determine the effect of lower surface tension, 
the tests were conducted in the same equipment and under 
similar conditions as those for water, except that sufficient 
liquid soap was added to water to reduce the surface tension 
to 0.039N/m. The viscosity of the mixture was checked and 
found to be within 5 percent of that of water. 

The results of these tests are shown in Table 2 and in Figs. 
4, 5, and 6 where an easy comparison with those of air and 
water can be made. Figure 4 shows the growth of waves. It 
will be noted that the growth, at least initially, is exponential, 
but the rate of growth is much lower than that for water and 

0.1 

0.05 

CURVE FROM 
FIG. 5 FOR 
WATER WITH SOAP 

CURVE FROM FIG.5 
FOR WATER 

/ 8 

/ ° 
CD 
O 

Q WATER WITH 

SOAP 

° WATER 

0.5 

VOID FRACTION, 

1.0 

Fig. 6 Transition to slug flow for water and water with soap. [Uncer
tainty estimate, J* less than 3 percent, a less than 4 percent]. Uncertainty 
estimates as shown by bars apply to all points in the proportion shown. 

this was initially attributed to the reduced surface tension. 
Further study uncovered that the damping of capillary waves 
by surface active agents has been studied previously and con
siderable literature is available on this subject, e.g., Levich 
(1962). While originally some investigators considered the lower 
surface tension itself to be responsible for the damping, because 
the gas could not "grab" the liquids as easily, modern theories 
propose the existence of a surface tension gradient on the wavy 
surface. 

It can be shown mathematically that such gradient produces 
wave damping. The effect is most prominent in capillary waves, 
but, although our waves reach up to 10 cm in length, they are 
still affected by the surface tension gradient. 

Figure 5 shows J* calculated from Eq. (9) using the value 
of the highest waves as a function of the void fraction a. When 
the mean curve from Fig. 5 was plotted in Fig. 6, it still forms 
an upper bound to the data for the transition to slug flow, 
indicating the validity of Eq. (9). 

Another interesting fact can be observed in Fig. 6. While at 
lower values of the void fraction a there is significant difference 
between the transition to slug flow for pure water and water 
and soap, at a value of a about 0.5 the two sets of data become 
almost coincident. While this deserves a further study, a pos
sible explanation may lie in the fact that, at higher values of 
a, the liquid level is low and thus equilibrium waves are attained 
faster. For these waves the rate of growth is of no consequence. 

Tests on Water With Increased Viscosity 
After experimenting with several mixtures it was decided 

that the addition of corn syrup presented the best alternative 
since the viscosity of the liquid could be changed readily with
out affecting the surface tension. For these tests, a 25 percent 
addition (by volume) of corn syrup was found to increase the 
viscosity of the mixture to 2.63 cp at room temperature, while 
the surface tension remained equal to that of water within the 
accuracy of our tensiomat. 

It should be noted that maintaining accurately proper surface 
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0.05 
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Fig. 7 J' calculated from Eq. (9) based on measured maximum wave 
height for water and 25 percent syrup [uncertainty, see caption in Fig. 
51 

0.1 

0.05 
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FOR WATER AND WATER 

Ĉ ® WITH 25% CORN SYRUP 

« WATER WITH 25% 
CORN SYRUP 

OWATER 

0.5 

VOI-D FRACTION, 
1.0 

Fig. 8 Transition to slug flow for water and water with syrup [uncer
tainty, see caption in Fig. 6] 

tension is not an easy task, since the contamination affects it 
to a considerable degree. Furthermore, the syrup-water mixture 
promotes the growth of microorganisms, which tend to foul 
the test setup. Therefore, we attempted to conduct the tests 
rapidly, usually in the course of one day. The addition of syrup 
to water also tends to increase the electrical conductivity, which 

is of concern, since the conductivity is used to measure the 
liquid level. It was found, however, that for the 25 percent 
addition of syrup the conductivity was still sufficiently low, 
so that it did not require any major adjustments in our in
strumentation. 

The tests conducted with water-corn syrup mixture were 
identical to those for water with soap and the results are shown 
in Figs. 4, 7, and 8. 

It will be noted in Fig. 4 that the wave growth is practically 
the same as that of"pure water, but there is some decrease at 
the high end. This seems to confirm the supposition that the 
deviation from the exponential growth is due to friction losses 
at the bottom of the channel. Higher viscosity would increase 
such losses. 

The curve of J* calculated from Eq. (9) using the values of 
the highest waves, as shown in Fig. 4, is identical to that from 
pure water, as are the data for the transition to slug flow in 
Fig. 8. Thus the data indicate that there is no effect of increased 
viscosity on the formation of slugs. It should be noted, how
ever, that our range of viscosities is quite narrow. 

This is to be expected. Levich (1962) shows that the viscosity 
terms may be omitted in wave equations if 

coX2 

- » 1 (10) 

But, for deep water waves, 

c-j 
and 

then Eq. (10) becomes 

C= "M Pi 

k F + g / * . 
" Pi 

- » 1 (11) 

Since we are dealing with the waves of 5 cm and longer, the 
left-hand member of Eq. (5) is 9.27 x 104 for water and 3.52 
X 103 for water-syrup mixture, so that this condition is well 
satisfied. 

For highly viscous fluids, the effect of viscosity would prob
ably be to retard the formation of slugs. 

Tests With 95% Ethanol 
Having realized that the introduction of surface active agents 

introduces considerable complications, it was decided to con
duct tests with a liquid which has naturally lower surface ten
sion and 95 percent ethanol was selected for this purpose. 
Kerosene was also considered, but since it is not electrically 
conductive, its use would have required a considerable redesign 
of our liquid level measuring system. 

Again, the same series of tests was conducted and the results 
are shown in Figs. 9, 10, and 11. The wave growth here was 
much more rapid and, by the time the first measuring station 
was reached, the waves were already past their exponential 
growth and, therefore, in Fig. 9 the comparison is made with 
water where the wave growth is reduced by the friction at the 
bottom. It will be noted that, although initially the waves on 
ethanol are substantially higher, their equilibrium values are 
not much different from those on water. 

This, in fact, is noted in Fig. 10 where the highest waves for 
ethanol are practically the same as for water and the transition 
to slugs in Fig. 11 does not differ from that for water. Thus, 
the tests seem to indicate that even a substantial reduction in 
surface tension has no effect on transition to slug flow. 
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Uncertainty Estimates 
The following estimates are based on maximum uncertainty. 
The primary quantities measured in this work are liquid level, 

gas flow rate, and distance from the wave crest to the top of 

the channel for the transition to slug flow tests. For the wave 
growth tests, the liquid level, wave height, and the gas flow 
rate were measured. 

The superficial gas velocity was determined from the flow 
rate by dividing it by the total channel cross section. Since the 
cross-sectional area is found with negligible uncertainty, the 
maximum uncertainty for the superficial gas velocity is the 
same as for the flow rate. It is estimated to be. 

3 percent at J =2 m/s 

1 percent at / = 6 m/s 
The liquid level measured by electrical conductivity gages is 

judged to be accurate within ± 1 mm. Thus the uncertainty in 
determining the void fraction a is 

2 percent at a = 0.2 

4 percent at a = 0.7 

the uncertainty in the measurement of the distance from the 
wave crest is estimated to be 

10 percent at hc= 1 cm 

2.5 percent at hc = A cm 
The wave height uncertainty is estimated to be ±5 percent. 

The derived quantities are nondimensionless superficial gas 
velocity J* both as found from J and as calculated from Eq. 
(9) and the actual gas velocity. 

Since 

Pg gH J=J 
' tPi-Pgl 

and the quantities under the radical can be determined with 
negligible uncertainty, then the uncertainty in J* is 

3 percent at J* = 0.07 

1 percent at J* = 0.20 

J* as calculated from Eq. (9) is 
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^.o.«.(«-fi) -a*.*)" 
and its uncertainty is estimated to be 

15 percent at J* = 0.02 

5 percent a t / * = 0.20 

the actual gas velocity is found by dividing the flow rate by 
actual gas flow cross sectional area. The uncertainty is esti
mated to be 

2 percent at K= 3 m/s 

3 percent at V= 6 m/s 

Discussion of Results 
The main purpose of this work was to show that the for

mation of the slugs is related to the growth of liquid waves 
and, within the scope of the data obtained, this has been 
demonstrated. The advantage of this hypothesis as compared 
to others described here lies in the fact that it opens up the 
possibility of taking into account the effect of various prop
erties and thus may explain the difference between the tran
sition to slug flow for water and other liquids. 

While a logical explanation is offered in this work for the 
appearance of slugs, it does not present a practical method for 
predicting the transition to slug flow. Rather, it points the way 
to the complete solution of this problem, namely, by the study 
of the laws of wave growth under the influence of a gas flowing 
parallel to the liquid surface. 

The literature abounds in the reports on work conducted to 
investigate the growth of waves. Most of those, however, were 
carried out with the purpose to uncover the mechanism by 
which the wind raises waves on open bodies of water and thus 
are not entirely applicable to the case of two-phase flow. There 
are two main differences between these cases: 

1. The two-phase flow conduits are usually long and rel
atively small in cross section. As the waves grow in length, 
they must eventually become shallow-water waves. 

2. The pressure variation in the gas over the wavy liquid 
surface is significantly affected by the proximity of the upper 
wall. 

As far as we discovered, not much is known about the wave 
growth under such conditions. Some work on two-phase flow 
waves has been performed in the study of liquid films. Such 
waves, however, are very small and again out of range appli
cable to this investigation. 

The use of various liquids in this work also permits making 
some general conclusions. Neither moderate increase in vis
cosity nor a substantial decrease in surface tension appear to 
have any effect on the transition to slug flow. In this, the 
results of this study tend to support the previous hypotheses, 
which ignored the effects of these properties. 

The observation that the use of surface active agents sup
presses the formation of slugs over a certain gas velocity range 
and thus produces a disagreement with the previous hypotheses 
is, it is felt, a significant contribution of this work. It should 
be noted that this is accomplished through the damping of the 
waves, thus tending to confirm further the main proposition 
of this work, namely, that the formation of the slugs is related 
to the wave growth. 

It should be noted that Weisman et al. (1979) have also 
studied the transition to slug flow for air and water to which 
surface active agents were added. Contrary to our results, they 
found no effect of this addition on the transition to slug flow. 
While there is no reason to doubt the validity of their results, 
we are quite certain of our findings, since the retardation of 
the slug formation was clearly visible, even to unaided eye. 
This, in our opinion, points to the need for further study of 

Wave Crest 

Fig. 12 Geometry of pipe flow 

this phenomenon, particularly, since there are many practical 
situations in which the retardation of slug formation is desir
able and the use of surface active agents may be possible. 

Unresolved remains the question why in the work of Wu et 
al. (1987) there is a delay in the transition to slug for hydro
carbon fluids at high pressure. Based on this work one might 
expect a reduced wave growth under these conditions, but the 
cause for this is unknown at this time. 

The experimental portion of this work was carried out in 
rectangular channel, while most of the flows in practice occur 
in tubes of circular cross section. Assuming that the onset of 
wave instability, is a local phenomenon, the mechanism of this 
instability should be the same for rectangular channel and 
round tubes. The studies of transition to slug flow in tubes of 
circular section have been performed by a number of inves
tigators, but the results of Lin and Hanratty (1987) are most 
suitable for comparison with our data. 

To accomplish this comparison we turn to basic equation 
for wave instability, namely, Eq. (4). 

Referring to Fig. 12, we have, by continuity, 

VS - - - s i n 28', 
- 2 c 

= UGS'-Kr 

Vr=Ut GS . 

6C-- sin 26 c 
2 

also 

hc = (l — cos8c)r 

substituting this in Eq . (4) 

1 . 3 5 1 / O J 7T2 

gr ( l - c o s 0 c ) ( 0 c - ^ s i n 2 0 c ^ P ' Pg 

-=1 

or 

Un 
: - - s i n 2 0 c 

2 /1 - cos 
gD 

Pi 

2x1.35 pr 

Qc may be determined if the average level and the wave height 
are known 

and 

hc = H-h„-h = (\ - c o s 6c)r 

H-h„-h 
= cos 1 - - (12) 

The other coordinate in Fig. 13 is the ratio of the mean liquid 
level to the diameter and we shall interpret it as h„/H, or 1 
— a. 

Figure 13 contains the data of Lin and Hanratty; we also 
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Fig. 13 Comparison of transition to slug flow for air and water. Data 
of Kordyban (1977a) for rectangular channel and of Lin and Hanratty 
(1987) for circular pipe. 

plotted a few of the points from our data for air and water. 
As may be seen from this figure, there is a fair agreement 
between the two sets of data, so that the basic mechanism 
appears to hold for both geometries. 

Another point important to note is that, while in our ex
periments there was no mean motion of water, Lin and Han
ratty worked with flowing water. Thus the mean liquid velocity 
also appears not to have any effect on the transition to slug 
flow. 

Conclusions 
1. The results of work described in this paper indicate that 

the transition to slug flow is tied to the growth of interfacial 
waves and can be predicted, if such growth is understood. 

2. Neither a moderate increase in viscosity of the liquid 
nor substantial decrease in surface tension have an effect on 
the transition to slug flow. 

3. The addition of a surface active agent reduces the wave 
growth and thus retards the transition to slug flow. This ap
pears to be due not to the reduction of surface tension, but 
rather due to the presence of surface tension gradient. 
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Experimental data are presented for the phase distribution of high pressure (2.75 
to 5.5 MPa) steam-water mixtures at horizontal, equal-sided dividing tee junctions 
of two different sizes (49.3 and 97.3 mm i.d.). These data correspond to wide 
ranges of inlet qualities, inlet superficial vapor velocities, and extraction rates. 
Influences of the independent parameters on the phase-distribution phenomenon 
are presented and discussed. Comparisons between the present data and existing 
models have shown that the applicability of some models can be extended to the 
present test conditions. 

1 Introduction 
Branching junctions are common features of the piping net

works used for single-phase and two-phase flow distribution 
systems. These networks are essential components of many 
facilities in the oil and gas, power, and process industries. 
Examples of these facilities include the surface steam-distri
bution systems for thermal-enhanced oil recovery (EOR) op
erations, conventional steam power plants, and boiling-water 
and pressurized-water nuclear reactors. Knowledge of the pres
sure drop and phase distribution at branching junctions is 
important since these parameters can have significant effects 
on the operation and efficiency of all components downstream 
from the junction. 

The relevance of this problem to many industrial applica
tions has motivated significant research, most of which ap
peared in the literature during the past ten years (e.g., Saba 
and Lahey, 1984; Seeger et al., 1986; Shoham et al., 1987; 
Ballyk et al., 1988; Rubel et al., 1988; Hwang et al., 1988; 
Azzopardi et al., 1988; Hart et al., 1991; Buell et al., 1993). 
As well, the current state of the art has been described in four 
recent reviews by Azzopardi (1986), Lahey (1986), Muller and 
Reimann (1991), and Azzopardi and Hervieu (1992). These 

* Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 664 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING.Manuscript received by the Fluid Engineering Division 
April 1, 1993; revised manuscript received February 16, 1994. Associate Tech
nical Editor: R. Arndt. 

reviews have concluded that the problem of phase distribution 
at branching junctions has not as yet been solved; i.e., no 
model is currently available with general applicability to all 
operating conditions. This is mainly due to the large number 
of variables on which phase distribution depends, such as junc
tion geometry, fluid properties, inlet mass flow rate and qual
ity, inlet flow regime, and mass split at the junction. 

In view of the above, and due to the lack of well-established 
similarity laws in the area of two-phase flow, it is necessary 
to generate experimental data relevant to a wide range of field 
applications and to determine which of the existing models can 
predict these data with acceptable accuracy. For several in
dustries, such as the oil and gas industry, piping networks are 
used for distributing high-pressure, steam-water flow through 
large-size branching junctions. The vast majority of the pre
viously published data corresponds to low-pressure, air-water 
flow through small-size junctions. The only available data for 
steam-water, to the authors' best knowledge, have been re
ported in the following studies: 

(i) Seeger et al. (1986) reported data for a horizontal, 
equal-sided (50-mm i.d.) tee junction covering the pressure 
range of 2.5-10 MPa and inlet regimes of annular and slug 
flow. 

(ii) Rubel et al. (1988) reported data for a horizontal, 
equal-sided (37.6-mm i.d.) tee junction covering the pressure 
range of 0.12-0.21 MPa and inlet regimes of stratified, wavy, 
and semiannular flow. 
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(iii) Ballyk et al. (1988) reported data for a horizontal 
junction with an inlet pipe size of 25.65 mm and branch sizes 
of 25.65 and 12.3 mm. The data cover the pressure range of 
0.11-0.21 MPa with an inlet regime of annular flow. 

The need for further steam-water data, particularly with large-
size junctions, appears obvious in view of the rather narrow 
data base currently available. 

2 Test Facility and Procedure 
The experimental program was conducted at Texaco's 

Steamflow Research Facility, located at the Exploration and 
Production Technology Department in Bellaire, Texas. The 
facility was designed and constructed to accommodate a wide 
variety of experimental investigations of steam-water flow 
through horizontal, vertical, and inclined pipe test sections. 
The following description highlights the components of the 
test facility that are most relevant to the present investigation. 

2.1 Flow Loop. A simplified schematic of the test facility 
is shown in Fig. 1. A positive displacement feed-water pump 
transferred chemically treated city water from the generator 
feed drum to a natural-gas-fired steam generator. The resultant 
wet steam, generated at a quality of 50 to 80 percent, was 
directed into an inlet separator. The flow rate of the saturated 
vapor discharging from the separator was measured by either 
one of two orifice plates and then directed to the mixer. Meas
urements of the static pressure were made upstream of the 
orifice plates and the mixer on the vapor side. Liquid flow 
into the mixer was circulated by a high-speed centrifugal pump 
from a supply stored in the flash drum. This liquid flow rate 
was measured by either one of two orifice plates and the pres
sure and temperature of this stream were measured before 
entering the mixer. Knowing the mass flow rate and state 
properties of both streams (liquid and saturated vapor) entering 
the mixer, it was possible to determine the effluent mass flow 
rate, Wu and quality, X\, directed toward the test section (tee 
junction). 

The steam-water mixture emerging from the mixer was passed 
through a straight adiabatic length of 13.6 m in order to ensure 
fully developed conditions before entering the test section. Two 
tee junctions were tested, both horizontal and equal-sided, with 
inside diameters of 49.3 and 97.3 mm. Therefore, the devel
opment length amounted to about 275 pipe diameters for the 
smaller test section and about 140 pipe diameters for the larger 
test section. 

The incoming flow (stream 1) was split into two streams at 
the junction; one continuing in the same direction (stream 2 
in the run-side of the junction) while the other was diverted 
at a right angle to the inlet direction (stream 3 in the branch-
side of the junction). Each of the two streams leaving the test 
section was directed to its respective separator, downstream 
of which measurements of vapor and liquid flow rates were 
made via appropriate orifice plates. These measurements pro
vided individual values for the vapor and liquid flow rates in 
the run, WG2 and WL2, respectively, and the vapor and liquid 
flow rates in the branch, WGi and WLi, respectively. From 
these measurements, the run and branch total flow rates, W2 
and Wj, and qualities, x2 and A:3, could be easily determined. 
Control valves downstream from the separators on the vapor 
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Fig. 1 Experimental test facility 

side were used in adjusting the flow split (W2/ W{) to the desired 
value. The liquid streams from the separators were flashed 
into the flash drum while the vapor streams were combined, 
condensed, and returned to the generator feed drum. 

The entire facility was insulated with calcium silicate and 
covered with 1.6-mm thick corrugated aluminum skin to min
imize heat losses to the surroundings. The insulation thickness 
used was 64 mm on all piping with a nominal diameter above 
25.4 mm, 25 mm on all piping with nominal diameters of 25.4 
mm or lower, and between 64 and 114 mm on all vessels. 

2.2 Instrumentation and Data Acquisition. The facility 
was instrumented with 17 flow, 13 pressure, 14 temperature, 
and 6 level measurements. All orifice-plate flow elements were 
equipped with differential pressure transmitters. Pressure 
measurements were made with gauge-pressure transmitters, 
while temperature measurements were made using J-type ther
mocouples or 100-ohm platinum-resistance type (RTD) tem
perature transmitters. Level measurements in the different 
vessels were monitored with differential pressure transmitters. 
All measuring devices were calibrated before testing began. 

All input and output signals throughout the facility were 
monitored or controlled by a data-acquisition and control sys
tem with a UNIX host computer (HP 9000 model 380). After 
the desired test conditions were programmed into the host 
computer, the facility was allowed to run until steady-state 
conditions were reached, requiring 20 to 40 minutes for each 
test run. The test-section pressures, temperatures, flow rates, 
and qualities were monitored continuously oyer 6-second in
tervals to ensure that steady state had been reached before any 
data were recorded. Data-reduction software was developed 
to calculate the average values of all steady-state signals, the 
standard deviation of the critical instrument signals, the overall 
system mass and heat balances, and the specific parameters 
used later in the analysis of the phase-distribution phenome
non. Mass balances were performed on an overall-flow basis 
by comparing W\ with (W2+ W^) and on a vapor-flow basis 

Nomenclature 

D = pipe diameter 
G = mass flux =W/(irD2/4) 
JG = superficial gas veloc

ity = WG/(TTPGD2/4) 
JL = superficial liquid veloc

ity = WJ (itpLD
2/A) 

P = pressure 
W = mass flow rate 
x = quality =WG/W 
p = density 

Subscripts 
1, 2, 3 = inlet, run, or branch 

G = gas phase 
L = liquid phase 
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Table 1 Range of operating conditions for each of the three 
data sets 

Data set 
no. 

1 

2 

3 

A 
(mm) 
49.3 

49.3 

97.3 

Px •fa, hi 
(nominal) (nominal) (nominal) 

(MPa) 
2.75 
2.75 
2.75 

2.75 
4.12 
4.12 
4.12 
5.50 

2.75 
4.12 
5.50 

(m/s) 
14.9 
23.9 
32.6 

25.9 
14.6 
17.6 
20.5' 
12.9 

7.1 
4.7 
3.4 

(m/s) 
0.06-0.96 
0.10-1..47 
0.14-1.90 

0.12-1.61 
0.11-1.64 
0.12-1.66 
0.13-0.84 
0.12-1.60 

0.03-0.45 
0.03-0.46 
0.03-0.45 

X\ WWW, 
(nominal) (nominal) 

0.2-0.8 
0.2-0.8 
0.2-0.8 

0.2-0.8 
0.2-0.8 
0.2-0.8 
0.4-0.8 
0.2-0.8 

0.2-0.8 
0.2-0.8 
0.2-0.8 

0.13-0.75 
0.11-0.74 
0.11-0.75 

0.10-0.77 
0.13-0.80 
0.13-0.78 
0.12-0.78 
0.14-0.79 

0.13-0.85 
0.12-0.75 
0.13-0.84 

by comparing Wm with (W02+WGi). These mass balances 
were within ±5 percent for the vast majority of data points. 

2.3 Range of Test Conditions. The independent param
eters covered in this investigation were the tee-junction di
ameter, D\, inlet pressure, Pu the inlet vapor flow rate, WGX, 
the inlet quality, X\, and the extraction rate (W3/W{). For each 
combination of these independent variables, the phase distri
bution at the junction is characterized by the dependent vari
able (X}/x{). With fixed values of Du Plt and Wal, the inlet 
quality was varied over the range of 0.2 < jq < 0.8, and for each 
xit different extraction rates were tested covering the range of 
0.1<(W3/Wi)<0.9. 

A total of 327 test runs were performed in this investigation. 
These tests were classified into three data sets, as shown in 
Table 1. Data Set No. 1 explores the influences of WGl and 
X\ for a fixed Pu while Data Set Nos. 2 and 3 were intended 
to assess the influences of Pt and Z>], respectively. A complete 
tabulation of all experimental data can be obtained either from 
the recent report by Timmerman et al. (1993), or the JFE Data 
Bank. 

An important parameter affecting the phase distribution at 
branching junctions is the inlet flow regime (Azzopardi and 
Whalley, 1982). In view of the present conditions of high 
pressure and temperature, no attempt was made to visualize 
the flow regimes at the tee-junction inlet. Instead, it was de
cided to rely on predictions from some of the existing flow-
regime maps. Among the most widely used maps are the em
pirical map by Mandhane et al. (1974) and the analytical map 
by Taitel and Dukler (1976). The inlet conditions correspond
ing to the different test groups in Data Set No. 3 were plotted 
on these maps and the results are shown in Figs. 2 and 3. The 
flow-regime boundaries in both maps were determined for a 
pipe diameter of 97.3 mm and fluid properties corresponding 
to a saturated steam-water mixture at 4.12 MPa, which is the 
mean pressure for Data Set No. 3. Significant deviations can 
be seen between the predictions of the two maps with Man
dhane et al. (1974) predicting stratified and slug flow, and 
Taitel and Dukler (1976) predicting wavy and annular flow. 
Deviations between the two maps were also noted for Data 
Set Nos. 1 and 2. Therefore, the conclusion is that the inlet 
flow regimes are not known with certainty and this fact will 
be taken into consideration when comparing the present data 
with flow-regime-specific models. 

2.4 Experimental Uncertainty. All variables used in pre
senting the phase-distribution data are based upon single-phase 
vapor and/or single-phase liquid flow-rate measurements. The 
procedure outlined by Miller (1983) was used in determining 
the uncertainty limits for the inlet and outlet single-phase flow-
rate measurements using the specific sensitivity coefficients in 
the appropriate orifice-plate equation. Once the individual sin
gle-phase flow uncertainties were calculated, the experimental 
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uncertainty in other variables, such as W-^/Wx and x$/X\, were 
determined using the propagation of errors technique as out
lined by Bevington (1969). 

The experimental uncertainty in all single-phase flow-rate 
measurements were found to be within ±2 percent. For JG, 
JL, X\, X2, and x3, the uncertainty was within ±3.5 percent. 
The extraction rate, W^/W,, had uncertainties within ±4 per
cent while Xi/x\ had uncertainties within ± 5 percent. 

3 Experimental Results and Discussion 
An attempt was made to compare the present experimental 

results with other data available in the literature. Such a com
parison will be meaningful only if the values of D\, Pu Ju, 
and JGl are matched reasonably well between the two sets of 
data. The only possible match for the values of D{ and Pi used 
in Data Set Nos. 1 and 2 can be made with the data of Seeger 
et al. (1986). However, it was not possible to find a reasonable 
match of JLi and JGi between the two groups of data. Data 
Set No. 3 corresponds to a value of Dt for which no results 
exist in the literature. While direct comparison between data 
is not possible, it is reassuring that the present data is in good 
agreement with the empirical correlation of Seeger et al. (which 
was based on operating conditions closest to the present ones), 
as shown later. 

In presenting the current results, the magnitude of phase 
redistribution due to the junction is illustrated by plotting (x^/ 
X\) versus (W3/Wi). Two special cases are included in each 
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figure; the case of even phase distribution given by x-j/xi = 1 
and the case of total phase separation, where all incoming 
vapor is extracted through the branch, resulting in x3/X\ = 1/ 
(Wi/W\). In the following discussion, an attempt is made to 
isolate the effect of each independent variable in order to 
illustrate the prevailing trends from this experiment. 

3.1 Effect of Inlet Quality. Figures 4 to 6 show a rep
resentative sample from Data Set Nos. 1,2, and 3, respectively. 
The data in each figure correspond to fixed values of Du Plt 
and JG\, while X\ is varied from 20 to 80 percent. Significant 
phase redistribution can be seen from these results with (x3/ 
Xi) generally greater than 1. The degree of uneven phase dis

tribution is particularly evident for extraction rates, W^/ 
Wi<0.5, which is the most likely operating conditions for an 
equal-sided tee junction. In a pipe network involving several 
junctions, this phenomenon will result in a severe maldistri
bution of phases. 
The consistent trend in all data, as exemplified by Figs. 4-6, 
is that (x3/x0 increases as Xi decreases with fixed Z)b Pu and 
JG\- This trend is consistent with previous experiments (e.g., 
Azzopardi et al., 1988; Ballyk et al., 1988; Rubel et al., 1988). 
An increase in (x3/xi) indicates decreased preference for the 
liquid to exit through the branch. A possible explanation of 
this trend is that the mass flow rate of the liquid, and con
sequently the average axial momentum of this phase, increase 
at the junction inlet as Xi decreases, thus resulting in a decrease 
in the probability of the liquid to enter the branch. 

3.2 Effect of Inlet Pressure. Figure 7 shows data corre
sponding to three different pressures ranging from 2.75 MPa 
to 5.5 MPa. This segment of data corresponds to the same 
diameter, D{ = 49.3 mm, and nearly the same superficial vapor 
velocity, / c , = 12.9-14.9 m/s, and superficial liquid velocity, 
JLi = 0.27-0.36 m/s. In general, the uneven phase distribution 
due to the junction is seen to decrease as the pressure increases. 
An increase in pressure results in an increase in vapor density 
and consequently, an increase in vapor momentum, which 
decreases the tendency for the vapor to exit through the branch. 
In the limit, as the critical pressure is approached, the data 
should approach the condition of even phase distribution. While 
the data in Fig. 7 obey the expected trend, the effects are small 
due to the narrow range of pressure tested. A similar trend 
was reported by Seeger et al. (1986) corresponding to air-water 
data covering the pressure range of 0.4 <P, <5 MPa. 

3.3 Effect of Inlet Mass Flux. This effect was isolated 
by considering data corresponding to the same D\,PU and x\, 
while Gi was varied, as shown in Figs. 8 and 9. The data in 
each figure correspond to the same proportion of vapor and 
liquid mass flow rates; however, the superficial velocity of 
both phases increases as G\ increases. Therefore, it is difficult 
to predict the corresponding trend in the values of x3/X] from 
simple axial-momentum considerations. The picture is further 
complicated by the possibility of flow-regime transitions within 
each of the data segments shown in Figs. 8 and 9. 

In previous experiments, Saba and Lahey (1984) noted that 
the Greffect was insignificant; however, their data were close 
to the total-phase-separation condition. Ballyk et al. (1988) 
and Rubel et al. (1988) reported that while G\ appeared to 
have some influence, the magnitude of this influence was much 
smaller than the xreffect. 

The present data, as shown in Figs. 8 and 9, suggest that 
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for the present operating conditions, more uneven distribution 
occurs as Gi increases. This trend is consistent with the pre
dictions from the empirical correlation of Seeger et al. (1986). 

4 Comparison with Models 
The present results represent a significant addition to the 

available data base in terms of the range of independent pa
rameters tested. Data Set Nos. 1 and 2 correspond to values 
of D\ and Pi similar to those used by Seeger et al. (1986); 
however, the present ranges of Jo\, JL\< and*i are much wider. 
Data Set No. 3 corresponds to a previously untested value of 
Du which is closer to pipe sizes encountered in industrial ap
plications. Therefore, it is very important to test the exten-
dibility of existing models to the present test conditions as a 
step towards developing generalized predictive models. 

Six phase-distribution models were selected for this com
parison. A summary of these comparisons is given here, while 
a more detailed presentation can be found in the report by 
Timmerman et al. (1993). 

4.1 Seeger et al. (1986). An empirical correlation was 
developed by Seeger et al. (1986) based on their own data. For 
horizontal tee junctions, the correlation is not flow-regime 
specific, except for data in the dispersed bubble regions (not 
expected in the present experiment), where one coefficient in 
the correlation assumes a different value. The comparison 
between this correlation and Data Set Nos. 1 and 3 is shown 
in Figs. 10 and 11, respectively. In general, this correlation 
can be seen to be in very good agreement with the present 
data. Quantitatively, 87 percent of Data Set No. 1, 93 percent 
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of Data Set No. 2, and 92 percent of Data Set No. 3 were 
predicted to within ±30 percent. Overall, 99 percent of all 
data were predicted by the correlation with an accuracy of 
± 50 percent. This is a remarkable agreement in view of the 
simplicity of the correlation and the fact that the present test 
conditions are significantly different from those on which the 
correlation was based. 

4.2 Hwang et al. (1988). An analytical model was for
mulated by Hwang et al. (1988) using phenomenological con
siderations. The model assumes that the vapor and liquid 
entering the branch come from different regions of the inlet 
pipe and that these regions are bounded by respective dividing 
streamlines. The form of these dividing streamlines was de
termined from a mechanistic approach. Therefore, the pre
diction of this model depends on the distribution of phases in 
the inlet pipe; i.e., the inlet flow regime. 
• Since the inlet flow regimes are not known with certainty in 

the present data, as discussed earlier, the comparison between 
this model and each of the data sets was done twice using the 
assumptions of annular and wavy flow. A sample of these 
comparisons is shown in Fig. 12 for Data Set No. 1 assuming 
annular flow and in Fig. 13 for Data Set No. 3 assuming wavy 
flow. In general, this model produced better predictions with 
the assumption of wavy flow for all data sets. For Data Set 
No. 3, where annular flow is least likely to occur, the pro
portion of data predicted with ±30 percent improved from 54 
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percent for annular flow to 78 percent for wavy flow. Overall, 
the model predicted 80 percent of data (from all three sets) 
assuming annular flow and 100 percent of data assuming wavy 
flow to within ± 50 percent. 

4.3 Hart et al. (1991). Hart et al. (1991) derived an an
alytical model by applying a mechanical energy balance on 
both the gas and liquid phases for inlet-to-run and inlet-to-
branch streamlines. They then used the criterion that the run-
to-branch pressure difference is the same for both phases in 
developing the necessary relations for predicting the phase 
distribution. The resulting model is independent of the inlet 
flow regime; however, its application is restricted to inlet void 
fractions greater than 0.94. 

The comparison between this model and the present data 
produced excellent agreement when the inlet-void-fraction re
striction was applied. A sample of the results is shown in Fig. 
14 for Data Set No. 2, where 97 percent of the data points 
(with inlet void fraction >0.94) are predicted within ±30 
percent. Figure 14 shows that large deviations can occur when 
the model restriction is not observed. Using the 192 data points 
which satisfied the model restriction (out of a total of 327), it 
was found that this model predicted 89 percent of the data 
within ± 30 percent and 98 percent of the data within ± 50 
percent. 

4.4 Shoham et al. (1987). The analytical model by Sho-
ham et al. (1987) uses ideas similar to those adopted by Hwang 
et al. (1988) in terms of the separate dividing streamlines for 
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Fig. 15 Comparison between Data Set No. 1 and the model of Shoham 
et al. (1987), assuming annular flow 

the gas and liquid phases. However, the two models differ in 
the approach used in determining the equations of the two 
streamlines. 

The comparison between the present data and the model of 
Shoham et al. (1987) did not result in the same level of accuracy 
obtained in the above comparisons. The assumption of annular 
flow produced better agreements than the assumption of wavy 
flow, even for Data Set No. 3, where annular flow is least 
expected. Figure 15 shows the comparison with Data Set No. 
1 assuming annular flow. For this segment of data, 62 percent 
of the points are within ± 30 percent and only 68 percent of 
the points are within ± 50 percent indicating that large disa
greement can occur. A closer examination of this model re
vealed that good accuracy can be obtained against the present 
data for high inlet qualities (*i>0.6), while most of the data 
with Xi <0.4 were severely over-predicted (Timmerman et al., 
1993). 

4.5 Other Comparisons. A phenomenological model was 
developed by Azzopardi and Whalley (1982) for the inlet flow 
regime of annular flow. The model assumes that the gas and 
liquid extracted through the branch come from the same region 
of the pipe; i.e., the same dividing streamline for both phases. 
Later, Azzopardi (1988) added a modification to account for 
liquid film stoppage in the run-side of the junction when a 
high proportion of the inlet gas is extracted through the branch. 

In general, the comparison with Data Set Nos. 1 and 2, 
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where inlet conditions provide the highest probability for an
nular flow among the present data, did not produce good 
results. Within the interval of ±50 percent, it was possible to 
predict 59 percent of Data Set No. 1 and 44 percent of Data 
Set No. 2 using the model of Azzopardi and Whalley (1982). 
Slight improvements (up to 60 percent for Data Set No. 1 and 
49 percent for Data Set No. 2) resulted from the modification 
of Azzopardi (1988). Consistently, it was found that the ac
curacy of both models improves with an increase in {W^/Wi) 
and/or X\ (Timmerman et al., 1993). In a recent publication, 
Buell et al. (1993) reported excellent agreement between these 
models and their data of annular flow for air-water mixtures 
at 0.15 MPa. It may be possible that the restriction of coin
cident dividing streamlines is not suitable for fluid properties 
corresponding to the high-pressure conditions encountered in 
the present experiment. 

5 Concluding Remarks 
New experimental data are reported on the redistribution of 

phases at horizontal tee junctions using steam-water mixtures. 
These data cover ranges of 0.2<x,<0.8, 0.1<(WypP,)<0.9, 
2.75<P1<5.5 MPa, 3.4<JG,<32.6 m/s, and A=49.3 and 
97.3 mm. The present test conditions can be considered a 
significant extension of the existing data base. 

Influences of the independent parameters on the phase-dis
tribution phenomenon were considered separately. For the pre
sent test conditions, it is shown that an increase in phase 
separation (i.e., an increase in x3/xi) results from a decrease 
in x\, a decrease in Pu or an increase in G{. Some of these 
trends were explained by consideration of the relative axial 
momentum of the phases. 

Comparisons were made between the present experimental 
data and the predictions of available mechanistic and empirical 
models. These comparisons were conducted in a detailed man
ner in order to determine the range of operating conditions 
under which each model is capable of good agreement with 
the data. For the range of operating conditions covered in this 
investigation, the model of Seeger et al. (1986) gave good 
predictions throughout the range, the model of Hwang et al. 
(1988) gave good predictions, particularly with the assumption 
of wavy flow at the junction inlet, and the model of Hart et 
al. (1991) gave good predictions when the model's restriction 
on void fraction was observed. 

JFE Data Bank Contribution 
The experimental data generated in this investigation have 

been deposited in the JFE Data Bank. The data are listed in 
three groups, each corresponding to one of the data sets of 
Table 1. 
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Thermal Choking Due to 
Nooequilihrium Condensation 
A theory of thermal choking due to nonequilibrium condensation in a nozzle is 
presented. An explicit equation for the critical quantity of heat in condensing, flow 
has been derived. The equation is of general validity and applies to vapor-droplet 
flow with or without a carrier gas. It has been usually assumed in the literature that 
the classical gas dynamics result for the critical quantity of heat applies in condensing 
flow as well. The classical result is, however, obtained by considering external heat 
addition to an ideal gas in a constant area duct. In this paper it is shown that the 
area variation across the condensation zone {although small) and the depletion in 
the mass of vapor as a result of condensation have profound effects on the critical 
quantity of heat. The present equation {derived from an integral, control-volume 
approach) agrees very well with results from full time-marching solution of the 
nonequilibrium, differential gas dynamic equations. The classical gas dynamics 
result, on the other hand, seriously underpredicts the critical heat for condensing 
flow in nozzles (by a factor of three in the example calculation presented). 

1 Introduction 
It is well known that heat addition causes a reduction in 

Mach number in supersonic flow and an increase in Mach 
number in subsonic flow. In other words, heat addition to a 
flowing fluid drives the Mach number towards unity. There
fore, at a particular flow Mach number, the fluid can absorb 
a maximum quantity of heat before the local Mach number 
equals unity and the flow becomes thermally choked. It can 
be easily shown from classical gas dynamics that this critical 
quantity of heat, ĉlassical, for simple heat addition (external 
heat addition without any change in flow cross-sectional area) 
to an ideal gas is given by (Shapiro, 1953, equation 7.14) 

^classical 

cpTm 

[Mf-1]2 

2(7+l)M? 1 + y- M? 
(1) 

where cp is the isobaric specific heat of the ideal gas, Mj is the 
Mach number at which the heat addition begins, T01 is the 
stagnation temperature before heat addition, and 7 is the is-
entropic index (ratio of the two specific heats). 

In many practical situations, the energy is supplied inter
nally. For example, when a dry, superheated vapor is expanded 
rapidly through a convergent-divergent nozzle, liquid droplets 
do not form as soon as the vapor reaches the saturation tem
perature. The vapor goes out of thermodynamic equilibrium 
and attains considerable subcooling, AT, (i.e., the vapor tem
perature, T, falls below the local saturation value, Ts) due to 
continued expansion. The rate of formation of liquid nuclei 
is very strongly dependent on the subcooling. Thus when the 
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subcooling becomes appreciable (usually in the divergent part 
of the nozzle where the flow velocity is supersonic), a very 
large number of very small nuclei form over a relatively short 
time. These nuclei grow by exchanging heat and mass with the 
surrounding, subcooled vapor. The resulting release of latent 
heat is conducted back to the vapor and the vapor temperature 
quickly rises to the local saturation value (i.e., the subcooling 
decreases to almost zero). This rapid reversion to equilibrium 
is generally termed condensation shock and has been the topic 
of an extremely large number of studies. (The term conden
sation shock is, in general, a misnomer. Although heat addition 
in a supersonic flow results in an increase in pressure, the rise 
is gradual and the Mach number at the end of the condensation 
zone, in general, remains above unity.) 

Similar to the case of external heat addition, the Mach num
ber decreases in the condensation zone (the flow being super
sonic). Therefore, for particular combinations of nozzle 
geometry, supply conditions and the working fluid, the lib
eration of latent heat could be such that the minimum Mach 
number becomes unity and the flow is thermally choked. (A 
numerical computation of this limiting case of thermal choking 
due to nonequilibrium condensation is later shown in Fig. 4.) 
If the inlet total temperature, Tm, is reduced any further, 
keeping the inlet total pressure,pm, fixed, continuous variation 
of the flow variables is no longer possible and an aerodynamic 
shock wave appears inside the condensation zone (Barschdorff 
and Fillipov, 1970; Guha and Young, 1991). 

It is often stated (Wegener and Mack, 1958; Pouring, 1965; 
Wegener, 1969; Wegener and Cagliostro, 1973; Skillings et al., 
1987) that supercritical condensation with an inbuilt frozen 
shock wave occurs when q > <7daSsicai> where qJiassicai is given 
by Eq. (1). It has been argued by Guha (1994) that Eq. (1) is 
not appropriate for a condensing flow primarily for two rea
sons: (i) In case of a condensation shock, the energy is added 
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as a result of condensation of a part of the fluid itself. There
fore, the mass flow rate of the condensable vapor changes as 
the vapor is continually transformed into the liquid phase. 
Equation (1), which is derived for external heat addition to an 
ideal gas, does not take into account this mass depletion, (ii) 
The droplets formed through homogeneous nucleation grow 
at a finite rate by exchanging mass arid energy with the sur
rounding vapor. Therefore, the energy addition due to con
densation is not instantaneous and takes place over a short 
but finite zone. Since condensation shock normally occurs in 
the diverging section (with dry vapor at inlet), this means the 
flow area increases between the upstream and downstream of 
the condensation zone. Equation (1), on the other hand, is 
derived by assumed heat addition in a constant area duct. 

The purpose of the present paper is to derive an expression 
for the critical amount of heat taking proper account of the 
above two effects. This would then show the level of errors 
incurred as a result of the approximations in Eq. (1), which 
is referred extensively in the context of nonequilibrium con
densation. Here we adopt an integral, control volume ap
proach; conditions of choking from differential equations of 
motion may be found in Guha (1994) and Young (1984). All 
numerical results presented in this paper are obtained for pure 
steam, but the analysis is valid for other vapor-droplet mixtures 
with or without an inert carrier gas. 

2 Thermal Choking Considering External Heat Ad
dition With Area Variation 

In order to appreciate the effects of area variation and mass 
depletion on the critical quantity of heat separately, the effects 
of area variation only are considered in this section. We, there
fore, consider external heat addition to an ideal gas in a di
verging flow section. We denote the pressure, density, velocity, 
temperature, sound speed, flow area and the rate of heat ad
dition per unit mass by p, p, V, T, a, A, and q, respectively. 
The subscripts 1 and 2 respectively denote the upstream and 
downstream sections of the control volume within which the 
heat q is added. We can then write the continuity, momentum 
and the energy equation across the control volume as, 

Energy 

Continuity 

p^V^Ax=p2V2A2 = m (2) 

Momentum 

plAl-p2A2 + 0.5(pl+p2)(A2-A1)=m(V2-Vl) (3) 

1 Mf 

7 - 7 + 2 

1 Mj 

7 - l + - 2 
+ <7 = «2 7+^T (4) 

Equation of state 

p = PRT (5) 

where R is the specific gas constant. While writing the mo
mentum conservation Eq. (3), the general term \Adp is ex
pressed as \d(Ap) - \pdA, and the axial component of the 
pressure force on the nozzle wall (\pdA) has been approximated 
by assuming a linear variation of pressure. It is advantageous 
to employ this approximation in an integral theory. The ac
curacy of this method has been compared shortly with an exact 
formulation for an isentropic flow, and later with an accurate 
time-marching solution of a condensation shock. Both com
parisons show that this is a valid approximation for the present 
problem. 

Combining (2) and (5), we obtain 

(6) P AyM2 V 

Substitute (6) in (3) to give 

v2 
A 1 

7 + A2M
2
2 

= Vi 
A 1 

where, 

Z = 0.5(y4,+^42) 

From (4) and (7), 

1 
Mi 

1 Mf 
7 - l + 2 M?[ 

1 M? 
7 - l + 2 4 

A 1 
1 A2M\ 

A 1 

(7) 

(8) 

(9) 

Now we are in a position to assess the accuracy of Eq. (3). 
Assuming the face of the control volume with subscript 1 to 
coincide with the geometric throat (with area A*) where the 
Mach number is unity, we can write the variation of local 
isentropic Mach number as a function of local flow area by 
setting q = 0 in (9). The result is, 

2 7 + l + A_ 

A* 
W 

l Mr 
7 - l + 2 

1 1 
M + 2 

27M 2 +1+-
A*' 

(10) 

Nomenclature 

A = flow cross-sectional area 
a = speed of sound in gas, or 

vapor phase 
A * = area at geometric throat of 

nozzle 
cp = isobaric specific heat of gas, 

or vapor phase 
e = specific internal energy of 

vapor-droplet mixture 
7 = isentropic exponent of gas or 
_ vapor phase 
h = specific enthalpy of vapor-

droplet mixture 
hfg = specific enthalpy of 

evaporation 
ht = specific enthalpy of liquid 

phase 

T 
1 s 

AT 
T0 

V 
y 
* 

y 

hv = specific enthalpy of vapor f = 

phase 
Mach number (frozen value) 
mass flow rate of gas, or 
vapor phase 

Wtotai = combined mass flow rate of 
vapor plus liquid phase 
pressure 
stagnation pressure 
rate of heat addition per unit 
mass 

q* = critical heat (q* = y*hfg in 1 = 
condensing flow) 

p = density of gas, or vapor 
phase 2 = 

p = density of vapor-droplet 
mixture 

M 
m 

P 
Po 

Q 

temperature of gas, or vapor 
phase 
saturation temperature 
subcooling (AT = Ts - T) 
stagnation temperature 
velocity 
wetness fraction 
critical amount of 
condensation 

Subscripts 

upstream of control volume 
(beginning of condensation 
zone) 
downstream of control 
volume (point of thermal 
choking) 
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Fig. 1 Comparison of approximate and exact solutions for isentropic 
flow 
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Fig. 2 Effects of area ratio across the zone of heat addition on the 
critical amount of heat 

The exact variation for isentropic flow is given in classical gas 
dynamics (Shapiro, 1953) 

A_ 

A* 
= M2 7 + 1 

1+-
1 

M" 
7 + 1 

•y-1 (11) 

Figure 1 shows the comparison of the approximate result from 
the present theory, Eq. (10), with the exact solution, Eq. (11). 
It may be seen that for area ratios of the order of 1.1, the 
present theory gives acceptable solution. [The area ratio across 
the condensation zone of the practical example shown later 
(Section 4) is 1.028. The prediction of Eq. (10) is then little 
different from the exact solution (11).] 

The critical quantity of heat needed to choke the flow ther
mally may be determined by substituting M2 = 1 in (9). We 
denote this critical amount of heat by qA, to distinguish this 
from the classical prediction ĉlassical of Eq. (1). 

T 1 2 

QA 

CpToi 

7 + 1 
7 M , + : 

"+A, m\ i + - Mf 

- l (12) 

where A is given by (8). Equation (12) reduces to equation 
(l)ifAi=A2. Figure 2 plots the ratio ^/^*iassioai for different 
values of the area ratio A2/Ax. It may be seen that, at low 
supersonic Mach numbers, even a small increase in area may 
increase the critical heat many times that predicted by the 
classical Eq. (1). 

3 Thermal Choking Considering Condensation With 
Area Variation and Mass Depletion of the Vapor 

In this section, we discuss the case of condensing flow. First, 
consider a mixture of vapor and liquid phase of the same 
chemical species. The mass of the vapor is continually depleted 
as a result of condensation. The vapor phase is assumed to 
obey the perfect gas law. Assuming no velocity slip between 
the vapor and the liquid phase, the momentum equation may 
be written from (3) as, 

(Pi-P2)A=mtotal(V2-Vi) (13) 

where mtotai denotes the combined mass flow rate of the vapor 
and the liquid phase, and is a constant. Assuming that the 
vapor is dry at Section 1, the energy equation across the con
densation zone may be written as (Guha, 1992a), 

1 Mf 
7 - 1 +y-ihfg 

I Mr 
i 

(14) 

where y2 is the wetness fraction at Section 2 and h/g is the 
specific enthalpy of evaporation, a and M in Eq. (14) are the 
frozen speed of sound and the frozen Mach number respec
tively. a2 = yRT, where 7 is the isentropic exponent of the 
vapor phase alone and R is the specific gas constant of the 
vapor phase. (For a discussion on sound speeds in vapor-
droplet mixtures see Guha 1992b, Guha 1992a.) The mass flow 
rate of the vapor alone, m, at Sections 1 and 2 are related by, 

m\-
m2 

I - J 2 
= Mtotai 

Substitution of (6) and (15) in (13) results in 

V, y + -r (1 -^2) 
A2 Mi = v. 7 + 

A_\_ 

A, M? 

(15) 

(16) 

Combining (14) and (16), 

M2 

_ Ml" 
i + 2 Mf 

1 Mf 

- 1 + 2 +
yM 

7 + ^ ( 1 ^ 2 ) M 1 
A 1 

7 + I ; M ? 

(17) 

Compare Eq. (7) with (16) and (9) with (17) to see the effects 
of mass depletion. The condition of thermal choking is ob
tained when the local frozen Mach number is unity (Guha, 
1994). Therefore, substituting M2 = 1 in (17), 

1 2 

1 + 
* 7 

y2h 
lA 

cpT0 ^ " 
-yi) 

7 + 1 
2 

7MI+-

M 1 + 
7 - 1 

(18) 

where y2 is the critical amount of condensation and A is given 
by (8). Although the flow is overall adiabatic, we define the 
critical quantity of heat (for comparisons with previous cases) 
as 

integral = j 2 * / ! / « ( 1 9 ) 

Equation (18) can be solved as a cubic equation in y*2 (or 
SWgrai)- However, the solution is greatly simplified if the 
squared term in the LHS of (18) is approximated considering 
y2 is a small quantity. 

7+A„ -yi) 

"12 

y + A2 
1 

2y2 

yA2/A +1 

When this approximation is substituted in (18), (18) becomes 
a simple quadratic equation. ^ 

Figure 3 plots the results of three models: tf classical given by 
(1) which deals with external heat addition to an ideal gas in 
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Fig. 3 Effects of area ratio across the condensation zone and the de
pletion in vapor mass flow rate on the critical amount of condensation 
[ - Eq. (12), • • - • Eq. (19)1 

a constant area duct, q*A given by (12) which deals with external 
heat addition with area variation, and <?integral given by (19) 
which takes into account of the area variation as well as of 
depletion in the mass of vapor due to condensation. The dotted 
lines in Fig. 3 represent Eq. (19) while the solid lines are the 
plots of Eq. (12). Note that the solid line corresponding to 
unity area ratio 042A4i = 1) is nothing but the classical so
lution, Eq. (1). Figure 3 shows clearly that the effects of mass 
depletion and (even a small) area variation are quite dramatic, 
especially when the Mach number is close to unity. Equation 
(1) is a very poor approximation then, and Eq. (19) must be 
used for determining the critical quantity of heat in non-equi
librium, condensing flow. 

Figure 3 shows that Eq. (18) is valid in supersonic as well 
as in subsonic flow. The same equation can be used for 
/42A4i < 1, i.e., in a converging flow section. In this respect, 
(18) is quite a versatile equation. 

Equation (18) is as well valid if an inert, carrier gas is present. 
7 and a then represent the frozen values of the isentropic 
exponent and the speed of sound respectively in the mixture 
of the inert gas and the condensable vapor. They are calculated 
as weighted-averages of the respective values of the compo
nents (Guha, 1994). Assume that wg represents the mass frac
tion of the inert gas, and o>a is the mass fraction of the liquid 
phase at the downstream section. (As before, the vapor at the 
upstream section is assumed dry.) The corresponding quantities 
for cp, 7, y, and M in Eq. (18) may then be calculated by 
starting from the conservation equations for a gas-vapor-drop
let flow (Eqs. (28)-(32) in Guha, 1994) and then following 
exactly the same procedures presented in this section. The 
results (with some minor approximations) are: 

Cp = WgCpg + (\- ' 0)g)Cpv 

R = ugRg + (l-cog)Rv 

7 = - -R 

M.= V/a=V/yfrRT 

yi = ".2 

The subscripts g and v refer to the respective properties of the 
inert gas and condensable vapor, respectively. 

It should be realized that with finite transition thickness, 
pressure rise and area change, the boundary layer displacement 
thickness will change. Therefore, any reference to area such 
as in Eq. (18) should be interpreted as the effective flow area 
of the nozzle. 

4 Time-Marching Solution of Condensation Zone 

The equations presented in the previous section rest on an 
integral, control-volume analysis. We assess its accuracy by 
comparing the prediction of (19) with a full-blown time-march
ing solution of the governing differential equations for non-
equilibrium condensation. Details of the time-marching 
calculation procedure may be found in Guha and Young (1991). 
Here we mention the salient points only. Assuming that there 
is no velocity slip between the vapor and the liquid droplets 
(which is usually an acceptable approximation as homogeneous 
nucleation normally produces very small, sub-micron size 
droplets), the gas dynamic equations for inviscid adiabatic 
unsteady two-phase vapor-droplet flow becomes: 

Continuity 

dt 
+ v . ( p V ) = o 

Momentum 

— + ( V - V ) V + - ^ = 0 
at p 

Energy 

d_ 

dt 

V 
+ V ' -Pv(h+Y -0 

(20) 

(21) 

(22) 

where the vector quantity V is the common velocity of the two 
phases, andp, h, andeare, respectively, the density, thespecific 
enthalpy and the specific internal energy of the mixture. 

The mixture density, p, is connected to the vapor density, 
p, (neglecting the volume of the liquid phase and assuming no 
carrier gas is present) via 

p = p/(l-y) (23) 

and the mixture specific enthalpy is: 

h=(l-y)hv+yht (24) 

where hu and ht are the specific enthalpies of the vapor and 
the liquid phase, respectively. 

Equations (20)-(22) are identical to those describing the adi
abatic flow of an inviscid single phase fluid and are valid for 
unsteady, three-dimensional flow. The differences from an 
equilibrium calculation are apparent, however, when it is re
called that the wetness fraction y in Eqs. (23) and (24) is not 
necessarily the equilibrium value and that hv and h, in Eq. (24) 
are evaluated at the respective phase temperatures which are 
not necessarily equal to the local saturation value Ts. In order 
to close the set of equations for nonequilibrium condensation, 
one needs a nucleation rate equation specifying the rate of 
production of new droplets and a droplet growth law specifying 
the rate of condensation on existing droplets (providing the 
nonequilibrium value of y to be used in (23) and (24)). Both 
the rates of nucleation and droplet growth depend on the local 
subcooling, and have been described by Guha and Young 
(1991). 

One of the most effective methods of calculation is to write 
a computational "black-box" which contains the nucleation 
and droplet growth equations, and the energy equation in its 
thermodynamic form. (The equation dh - dp/p~e = 0, de
rivable from (20)-(22), does not necessarily imply zero entropy 
increase in multi-phase flow.) Together they furnish the full 
set of equations that describe completely the formation and 
growth of liquid droplets in a fluid particle (from a Lagrangian 
viewpoint) if the pressure-time variation is specified. The pres
sure-time variation is obtained by time marching solutions of 
the conservation equations such as Denton's method (Denton, 
1983), extensively used for single-phase calculations in tur-
bomachinery blade rows. In this respect, the thermodynamic 
aspects of phase-change can be completely divorced from fluid 
dynamical considerations so that the use of the black-box is 
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Table 1 Comparison of Integral Predictions with Exact Solution 
Equation (1) Equation (12) 
External heat External heat 

addition to ideal gas addition to ideal gas r< 
in constant area duct in duct of varying area 

*7classica|/Cp^01 • QA>Cp*o\ 

0.01978 0.0423 

-250.-200.-150.-100. -50. 0. 50. 100. 150. 

Distance along the nozzle axis (mm) 

Fig. 4 Time-marching solution of a limiting condensation shock in a 
quasi-one-dimensional convergent-divergent nozzle. (Continuous varia
tion of flow variables leading to thermal choking at point 2.) 

effectively independent of any particular CFD application. 
Thus established single-phase CFD codes can, rather easily, 
be modified to deal with non-equilibrium two-phase flow with 
the above-mentioned modular approach. (The flexibility of 
this scheme may be appreciated from Guha and Young, 1994 
where the same black-box has been grafted into a streamline 
curvature calculation procedure.) 

The development of the computational routines within the 
black-box represents a comparatively major undertaking and 
has been fully described by Guha and Young (1991). The rou
tines are sufficiently general and robust to deal with any type 
of nucleating or wet steam flow and (in contrast to many 
procedures reported in the literature) full details of the droplet 
size spectrum following nucleation are retained in the calcu
lations. The last aspect is essential for accurate modelling of 
the nucleation zone. Successive nucleations after the primary 
are dealt with as a matter of course should the expansion be 
sufficiently rapid to generate the high levels of subcooling 
required. The computational scheme has been validated against 
measurements of steady (both sub and supercritical) and un
steady condensation shock waves (Guha and Young, 1991). 
Here, we present one calculation corresponding to thermal 
choking. 

Figure 4 shows the nozzle employed for calculation. The 
working fluid is steam and the upstream total pressure, pQl, is 
35140 N/sq m. Keeping the total pressure fixed, the total tem
perature, Tm, was varied until the condition of thermal choking 
is obtained. This is found to occur at Tm = 356.3 K. The 
frozen Mach number profile, M, shows that initially steam 
expands like a dry gas and attains M = 1 at the throat of the 
nozzle. Continued expansion to supersonic velocity ultimately 
generates sufficient subcooling for appreciable nucleation rate. 
The large number of small nuclei grow very fast, and the 
resulting release of latent heat erodes the subcooling and re
duces the frozen Mach number. The point of maximum frozen 
Mach number constitutes the point 1 for the integral analysis 
described in Sections 2 and 3. Numerical calculations show 
that the Mach number at point 1, M,, is 1.182. 

The released heat is conducted back to the vapor and the 

Equation (19) Exact solution 
Condensational heat Time-marching solution 
ease with area variation of nonequilibrium 
and mass depletion gas dynamic equations 

of vapor 

^integral' cp* 01 factual ' cp^01 

0.0574 0.0587 

frozen Mach number decreases. The inlet stagnation conditions 
are chosen such that, as the Mach number just reaches unity, 
the effect of area variation assumes dominance over that of 
heat addition. The flow, therefore, expands subsequently to 
supersonic velocity. This is the limiting condition for obtaining 
a continuous variation in all flow properties. Note that two 
sonic points exist in the flow field: one at the geometric throat 
and the second at the point of thermal choking. The point of 
thermal choking (M = 1) constitutes the point 2 in the integral 
analysis of the previous sections 2 and 3. Numerical calcula
tions show that y2 = 0.0172, and the area ratio between Sec
tions 1 and 2 is A2/Ai = 1.0284. We refer the critical amount 
of heat from this direct numerical solution of the nozzle flow 
by factual- We may now construct Table 1 to compare the results 
of different integral analyses with the exact solution <7aCtUai-

5 Conclusions 
A theory of thermal choking due to nonequilibrium con

densation in a nozzle is presented. The theory is based on a 
simple control volume approach. (A differential theory of ther
mal choking is discussed by Guha 1994.) It applies to vapor-
droplet flow with or without a carrier gas. The expression for 
critical heat (or condensation) derived is valid for either super
sonic or subsonic flow, and for heat release either in the di
verging or in the converging part of a nozzle. 

Table 1 shows that the present theory, Eq. (19), is in very 
close agreement with the full numerical solution of the dif
ferential equations of motion (giving the detailed structure of 
a condensation shock wave leading to thermal choking). The 
usually quoted Eq. (1) underestimates the critical heat by a 
factor of three in the example calculation presented. The var
iation of area across the condensation zone (although small) 
and the depletion in vapor mass as a result of condensation 
cannot be neglected in determining the critical heat in con
densing nozzle flow. 
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An Experimental Investigation of 
Throughflow Velocities in Two-
Dimensional Fluidized Bed 
Bubbles: Laser Doppler 
Anemometer Measurements 
Detailed nonintrusive measurements have been made to determine the throughflow 
velocity in isolated fluidized bed bubbles. In air-fluidized beds, the throughflow 
component has been rather neglected and measurements of the visible bubble flow 
alone have, therefore, failed to clarify the overall distribution of gas flow between 
the phases. A single component fiber optic laser Doppler anemometer was used to 
map the fluid flow through a bubble rising in a two-dimensional bed. The bed was 
fluidized at a superficial velocity slightly higher than incipient. The conditioned 
sampling technique developed to characterize the periodic nature of the bubble phase 
flow revealed that the throughflow velocity in two-dimensional beds increases linearly 
with increasing distance from the distributor, thereby enhancing the convective 
component in the interphase mass transfer process. Bubble growth was accounted 
for and the end-effects were minimized. Dependence of the bubble throughflow on 
the elongation of the bubble was observed thus confirming the theoretical analysis 
of some previous investigators. However, experimental evidence presented in this 
paper showed that the existing models fail to accurately predict the convective 
component in the bubble phase of two-dimensional fluidized beds. 

Introduction 
Despite its wide industrial usage, the state-of-the-art design 

technology for fluidized bed reactors is still at a rudimentary 
stage (Cheremisinoff, 1986). One of the largest concerns in the 
commercial use of fluidized beds is scale-up which can in large 
part be attributed to the absence of an experimentally verified 
hydrodynamic theory that can describe the complicated tran
sient gas and solids motion in a fluidized bed. 

Flow of gas through a bubble is described as a combination 
of diffusional and convective processes (Sit and Grace, 1981). 
The work presented in this paper is aimed at understanding 
the aspects of bed hydrodynamics, especially the fluid flow 
field inside bubbles, which play a crucial role in promoting 
gas-solids contacting. A major handicap of the experimental 
work on distribution of gas between the two phases has been 
the inability to measure the throughflow in the bubbles and 
the emulsion phase. The throughflow component of gas, also 
known as the "invisible" flow, is defined as the component 
of fluid flow in a bubble, relative to the bubble, across a plane 
normal to the vertical axis of the bubble. The more easily 
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accessible "visible" flow component has been investigated by 
several researchers (Grace and Clift, 1985). In the absence of 
relevant data on the throughflow velocities, there are no gen
erally accepted models for interphase mass transfer despite 
decades of research on the complex gas-solids motion in flu
idized beds (Grace, 1981) 

This paper describes the work carried out to study the hy
drodynamics inside single isolated fluidized bubbles and pro
vides conclusive evidence on the throughflow velocity, U,h, 
(the invisible component) in the bubble phase and raises some 
interesting questions on some of the observations. As a first 
step, the uniformity of shape and size of the injected bubbles 
was established, using an image processor, in order to account 
for bubble growth. The velocity measurements inside the bub
bles were made non-intrusively using a single channel fiber 
optic laser Doppler anemometer in combination with a unique 
conditioned sampling technique. 

Background 
Lack of experimental data regarding the convective (invis

ible) component accounts for the continuing popularity of the 
two-phase theory despite the fact that it deals only with the 
visible bubble flow in most cases (Grace, 1981). Little, if any, 
literature exists on the specific problem being addressed-meas-
urement of fluid flow field inside bubbles in fluidized beds. 
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Davidson and Harrison (1963) showed that the magnitude 
of the throughflow velocity is twice the minimum fluidization 
velocity, 2Umf, in a two-dimensional bed. Lockett et al. (1967) 
considered a single isolated bubble in an infinitely wide bed 
and showed that the throughflow velocity is constant and equal 
to 2U„,f. The maximum throughflow was predicted to be 4UmJ-
and using models by Murray (1965) they showed that the 
throughflow velocity varies from 0.5f/,„/ at the base of the 
bubble to l.5Um/at the nose. 

Lockett et al. (1967) considered a single isolated bubble in 
an infinitely wide bed and using the theory given by Davidson 
and Harrison (1963) showed that the average gas velocity rel
ative to the bubble, across any plane through the bubble normal 
to the vertical axis is constant. This throughflow velocity was 
given as 2t/m/ for a two-dimensional bubble and 3[/m/ for a 
three-dimensional bubble. 

Grace and Harrison (1969) estimated throughflow velocity 
variations as bubbles change shape from circular to an elliptical 
void. Based on the assumptions of Davidson and Harrison 
(1966), with the exception of replacing the circular-cylindrical 
void with an elliptical-cylindrical void, the mean throughflow 
velocity through the void, relative to the void was directly 
related to the major and minor axes of the bubbles. For a 
circular void (when the two axes are equal to each other) the 
throughflow velocity was given as 2Umj, similar to Lockett et 
al. (1967). 

Leung and Sandford (1969) derived the equations for the 
throughflow velocity in a fluidized bed bubble without the 
restrictive assumption of constant voidage outside the bubble. 
Jackson's (1963) analysis was simplified to give an approximate 
equation describing the fluid velocities, and the mean through-
flow velocity was calculated by assuming that voidage is con
stant along the surface of the bubble. Using the values of 
voidage of the particulate phase as calculated by Stewart (1965), 
based on Jackson's theory, the mean bubble throughflow ve
locity was calculated as 1.6 £/,„/• while using the voidage meas
urements of Lockett and Harrison (1967) the throughflow 
velocity was 1.9U,,,/. Leung et al. (1970) extended their earlier 
work (Leung and Sanford, 1969) by using Jackson's more 
complete equation for Un the radial component of gas velocity, 
and allowing voidage variation along the surface of the bubble. 
The values of the mean throughflow velocities in three-di
mensional bed were presented. Lockett et al. (1967) reported 
the experimental work of Judd (1965) who gave a value for 
the maximum fluid flow through the two-dimensional bubble 
of 5AUmf which has been the highest ever reported in the 
literature. 

McGrath and Streatfield (1971) determined the throughflow 
velocity in a bubble in a large particle fluidized bed system 
(dp>200 ^m). The throughflow velocity was shown to remain 
fairly constant as the excess gas velocity was increased. Their 
assumption of eruption diameter as a good estimate of bubble 
diameter in the bed has large uncertainties associated with it 
as it is very difficult to relate the size of surface eruptions to 
conditions inside the bed. Garcia et al. (1973) presented only 
an order of magnitude estimate of the throughflow velocities 
primarily due to the limitations of their tracer particle tech
nique. 

LDA based diagnostics have been employed by several in
vestigators to probe fluidized beds (Patrose and Caram, 1982; 
Ishida and Hatano, 1984; Levy and Lockwood, 1983; Kale 
and Eaton, 1985; Hamdullahpur and Mackay, 1986). How

ever, no investigations into the bubble throughflow component 
using any non-instrusive techniques have been reported. Gau-
tam et al. (1987) and Yianneskis (1987) have reviewed the 
developments in optical and unobtrusive techniques based on 
laser Doppler anemometry that permit measurement of veloc
ities and/or particle sizes. 

Experimental Equipment 
A two-dimensional fluidized bed vessel, 1.9 cm x 28.0 cm 

in cross-section and 92.0 cm high, was designed and fabricated 
for this investigation. The side walls were constructed from 
clear acrylic sheets (Plexiglas) and the large faces were 6.4 mm 
thick clear plate glass. Glass plates have the advantage over 
Plexiglas in that they do not get scratched by the bed material 
thus providing a good optical quality which is crucial for laser 
anemometry. The glass walls provided unrestricted optical ac
cess to the bed from both sides. Fluidizing air was supplied 
through a pressure regulator and a rotameter to the plenum 
(28.0 cm x 4.4 cm x 6.35 cm) which was also constructed 
from Plexiglas and glued at the edges to form an air tight 
chamber. A 0.3 cm thick porous distributor plate made of 
sintered stainless steel with a 5 /nm porosity was sandwiched 
between the plenum and the vessel. Pressure taps were installed 
at various locations in one of the side walls to monitor the 
pressure drop across the bed. The entire upper assembly was 
bolted to the plenum with 0.16 cm thick neoprene gaskets 
between the two. The entire vessel along with the pressure 
gauges, rotameters and the plumbing systems was mounted on 
a steel structure. 

Air was supplied, to the system, by a compressor through 
two parallel streams and a set of filters and dryers insured that 
the air was clean and dry. A custom built nozzle, 0.3 cm in 
diameter, was used for injecting pulses of air vertically upwards 
into the bed to form single isolated bubbles. The nozzle was 
centrally located, 1.75 cm above the distributor, on the front 
face of the bed. A 30 /zm stainless steel screen was fitted on 
the nozzle opening to prevent bed material from clogging the 
nozzle. Compressed air was injected through a nozzle into 
the bed via a computer controlled fast acting solenoid valve. 
The valve cycles and opening times could be varied from 1/ 
60th second to any duration. 

The bed material comprised of spheroidal glass beads and 
contained less than 15 percent irregularly shaped particles. For 
the experiments, two types of test material were used: (i) glass 
beads in the size range of 297 ^m - 420 /xm in diameter with 
a mean diameter of 350 /zm, and (ii) glass beads in the range 
of 420 /mi - 590 /xm with a mean diameter of 500 fim. 

A low cost unit (Gautam et al., 1991) consisting of an infra
red light-emitting diode and a phototransistor permitted de
tection of a rising bubble. The presence and quality of a "sat
isfactory" bubble, bridging the emittor-detector assembly, was 
established using a predetermined discriminator level. The 
emitter and the transistor were mounted opposite each other 
on the outside of the two face walls. The pre-conditioned 
photocell output was used to trigger the LDA to take data. 

Laser Doppler Anemometer. Pointwise velocity measure
ments in the bed were made using a single component fiber 
optic laser Doppler anemometer (FOLDA) system manufac
tured by DANTEC Electronics. The nonmtrusive technique 
was specially well suited for probing inside single isolated two-
dimensional bubbles which span the bed thickness enabling 

Nomenclature 

Db 
DB 

particle diameter 
bubble width 
bed width 
bubble height 

HB = bed height 
Ub = bubble rise velocity 

U,„f = minimum fluidization velocity 
U0 = superficial velocity 

Uth = throughflow velocity 
a = bubble rise velocity/interstial 

velocity 
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measurements in forward scatter. The light source was a 15 
mW He-Ne laser (wavelength 632.8 nm). The fiber optic LDA 
was configured in the forward scatter mode using an additional 
set of conventional receiving optics. The fringe model, the 
common descriptive model for the LDV technique, adopted 
in this work involved two intersecting coherent, monochro
matic laser beams which formed a fringe pattern at their point 
of intersection. 

A counter processor and frequency shifter along with a Bragg 
cell (acousto-optical cell) were used. The LDA system was 
interfaced with a dedicated PDP-11 laboratory computer which 
was used to acquire and analyze the data. The operation of 
the LDA was triggered by a conditioned sampling circuitry. 
The LDA optics and the laser were mounted on a combination 
of a X- Y traversing table and a three-axis mechanism (for the 
optic probe). The accuracy of positioning the probe volume 
on the center plane of the two face plates was within + / - 0.02 
cm. 

In this investigation very small quantities (approx. 4.0 mg) 
of titanium dioxide (Ti02) powder, 0.5 /im to 2.0 /un, were 
used to seed the flow. The bed behavior was not affected by 
the small quantities (0.01 percent by weight of bed) of the 
seeding material. Titanium dixoide and alumina powders mixed 
with larger beads in a fluidized bed feeder have been success
fully used by several investigators (Kale and Eaton, 1985; 
Jurewicz et al., 1975; Durst, Melling and Whitelaw, 1981) 
without any reports of the expected problems regarding smaller 
particles agglomerating on the glass beads such as to remove 
all of them from the flow. A long stemmed (0.09 cm inside 
diameter) stainless steel nozzle was inserted through the side 
port and the seeding material was injected through this nozzle, 
using a fluidized bed feeder, at a location above the bubble 
injector. The nozzle was the only outlet available to the flow 
from the fluidized bed and this feature prevented potential 
blockage of the nozzle. 

The data acquisition system (Gautam et al., 1991) for this 
investigation was controlled by a dedicated PDP-11 micro
computer and the software written in FORTRAN and MACRO 
assembly language. The program sequentially operated the 
stepper motor driver for the traversing mechanism, activated 
and controlled the solenoid valve for bubble injection, accepted 
signal from the bubble detector, triggered that data acquisition 
via the LDA system and reduced the raw data. The PDP-11 
micro was able to accept data at a maximum rate of 10 kHz 
while the LDA Counter Processor was providing the data at 
a rate of 1 MHz. In the absence of a Direct Memory Access 
(DMA) link, data recording at a rate fast enough so as not to 
affect the operation of the whole experiment was not possible. 
The data was stored in arrays, in the memory, during the bed 
operation and processed at the end of each run. A custom 
built master interface serviced all the systems on the fluidized 
bed facility during the flow field measurements with the LDA 
and also during the process of recording bubble images for 
image analysis. 

Image Processing System. In order to acquire reliable ve
locity data on the throughflow in bubbles it was imperative to 
establish the consistency in the shape and size of bubbles. 
Stroboscopic photography and image processing techniques 
were adopted because they are very well suited for acquiring 
information on the physical properties of bubbles in two-di
mensional beds. A General Electric PN2304 Optomation-II 
Vision System was used for determining the physical properties 
of the bubbles and also for determining the rise velocites of 
these bubbles. 

Experimental Procedures 

LDA Velocity Measurements. Minimizing the "knifing" 
or the "raining down" of the particles from the roof of the 

LASER BEAMS 

BUBBLE AT 
TIME t 

Fig. 1 Ray diagram showing the inaccessible regions of the bubble 

bubble was critical for successful LDA measurements of fluid 
velocity inside the bubble. The design of the experiments en
abled generation of single isolated bubbles with a minimum 
amount of particles raining down along the face walls—a char
acteristic typical of two-dimensional bubbles. Since these par
ticles did not fall through the measuring volume, they are not 
likely to have any affect on LDA measurements. The severe 
restrictions on bubble shape, size and quality dictated by this 
study limited the operating region of the bed within which the 
bubble throughflow could be probed. 

The velocity measurements in the back scatter mode were 
rendered unreliable due to the poor signal-to-noise ratio. The 
receiving optics were placed at an angle of 30 degrees off the 
central axis in the forward scatter to avoid reflections from 
the glass faces. All measurements were made along the center 
plane between the two face plates of the fluidized bed. One 
of the limitations of this study was the theoretical length (along 
the vertical direction) of the bubble that could be probed. 
Figure 1 shows the location of the rising bubble at the instant 
when both beams can pass clear through the bed unobstructed 
by the bed material. However, the distance below the roof of 
the bubble which could not be probed was calculated to be 
equal to 0.65 mm. Given the inherent instability of the roof 
surface, this distance was negligible in a typical bubble. Sim
ilarly, measurements could be made 0.65 mm above the floor 
of the bubble. 

A dead time of 60 clockticks (one second) between two air 
pulses was enough to get the bed to stable conditions prior to 
injection of the next bubble. The periodic nature of the flow 
demanded a unique conditioned sampling technique (Gautam 
et al., 1989, 1991) to characterize the flow through the bubble. 
Data was acquired for the duration of the bubble passage past 
the probe. With the bubble passage time (determined prior to 
running the experiments) known and the time history of each 
data point relative to bubble top also known, the bubble pas
sage time was divided into 25 equal "time intervals" or "time 
bins" (Gautam et al., 1991). The interval corresponded to a 
section of the bubble along the height. Typically, 80,000 bub
bles were probed in each run until each bin had acquired at 
least 1000 data points. The data in each bin were ensembled 
averaged and the value was assigned to the midpoint of the 
time bin. The standard deviation and ninety-five percent con
fidence interval, based on Student-t distribution, were also 
calculated. Anywhere from 8 to 10 runs were required for each 
location because of the low data rate, typically less than 10 
Hz. 

Amplitude discrimination was employed to discriminate sig
nals originating from larger bed material and the seeding ma
terial. Hence, the bed material selected had a mean diameter 
greater than 300 /xm thus, rendering signal discrimination tract-
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able. Bed material with a mean particle diameter larger than 
650 nm, did not allow injection of consistently stable bubbles, 
a condition that was imperative for this study. The threshold 
settings on the counter processor were set to discard signals 
from larger particles (larger d.c. component). The threshold 
settings were determined prior to running the experiments by 
measuring flow through a two inch diameter clear Plexiglas 
pipe individually using first, particles larger than 300 ̂ m, and 
then with the seeding material, Ti02 particles which had di
ameters ranging from 0.2 .̂m to 2 /xm. Signals from the 300 
nm particles were observed on an oscilloscope and the threshold 
was reduced until no signals were validated by the processor. 
The same threshold setting provided a satisfactory data rate 
for the flow seeded with Ti02 particles. One difficulty en
countered with the above approach lay in the inability to ac
curately distinguish between the signals from small particles 
passing through the center of the measuring volume and the 
signals of large particles crossing near the edges of the meas
uring volume. Since laser beams have Gaussian light intensities 
both signals may have similar pedestals. This inability to sep
arate large and small particle signals is referred to as trajectory 
ambiguity. 

Vertical or streamwise velocity component measurements of 
the gas flow were obtained at the vertical centerplane (broad-
face) of the fluidized bed at a total of nine locations (at 17.0 
cm, 21.0 cm and 25.0 cm above the distributor) for each of 
the two bed heights, 36 cm and 33 cm. The test program is 
figuratively shown in Fig. 2. Figure 3 shows the fluid velocities 
in a rising bubble in the laboratory rest frame where Ub is the 
bubble rise velocity and U,h is the throughflow velocity. There
fore, absolute velocity of fluid across a plane normal to the 
vertical axis of the bubble is a summation of the bubble rise 
velocity and the bubble throughflow velocity. 

The procedure used to calculate measurement uncertainties 
is based on that given by Kline and McClintock (1953). The 
uncertainty in the LDA measurements is similar to the uncer
tainty in the fringe spacing which was estimated at 0.25 percent 
corresponding to similar uncertainty in the velocity measure
ments. Uncertainty in the measurements of the superficial gas 
velocity flowing through the fluidized bed was calculated as 
0.89 percent. This is a function of the distributor area meas
urement whose uncertainty was estimated as 2.64 percent. De
tails of the uncertainty analysis are presented by Gautam (1989). 

¥ 4 ( U b + U , h ) . 

CENTROED 

Fig. 3 A single rising bubble in the laboratory rest frame 

Physical Properties of the Bubbles. Bubbles were video
taped with back illumination provided by the computer con
trolled strobe operating in tandem with the solenoid valve. The 
transparent two-dimensional vessel facilitated the study of the 
physical properties of bubbles, such as bubble centroids, bub
ble height and diameter through the centroid, and bubble area 
amongst others. The design of experiments enabled production 
of isolated bubbles with a minimum amount of particles raining 
down from the unstable roof of the bubble. Stability of the 
bubble which was of prime importance demanded the use of 
rather large bubbles. Simultaneously, in order to minimize the 
end effects, the region of the bed within which the bubbles 
could be probed was limited to 17 cm above the distributor 
and 8 cm below the free surface of the static bed. The super-
ificial velocities were slightly higher than the minimum fluid-
ization velocities. The upstream pressure in the bubble injecting 
air stream was kept constant. Each run consisted of recording 
100 bubbles which were injected into the bed at a rate equal 
to that used for velocity measurements with the LDA. To 
obtain the physical properties of the bubbles the strobe was 
fired once when the bubble reached the required height in the 
bed. To determine the bubble rise velocity the strobe was fired 
six times at a rate of 15 Hz. This cycle of events was repeated 
every second. The images were recorded on a videotape and 
analyzed frame by frame to obtain the physical properties and 
velocity of the bubbles. 

Results and Discussion 

Physical Properties of the Bubbles. Image analysis gave 
the y- and ^-coordinates of the bubble centroid based on the 
coordinate system of the PN2304 Optomation-II vision system. 
The location of the origin of the coordinate system with respect 
to the bubble injection nozzle was not the same in every case 
but for a particular run it was maintained constant. The co
ordinates of bubble centroids are referred to as the ^-centroid 
and the z-centroid. Figure 4 shows the consistency of locating 
the y- and z-centroids of consecutively injected bubbles at a 
height of 17.0 cm above the distributor plate in a 36 cm high 
bed with 350 /im particles. Similar consistency was achieved 
in the 33 cm high bed with 350 ^m particles and in the 500 
/nm particle beds. The runs were made at constant superficial 
gas velocities such that ratios U0/Umf were equal to 1.05 and 
1.13 for the 500 nm and 350 /xm particle beds, respectively. 
Values of U,,,/ in each case were determined experimentally 
from pressure drop-velocity plots. A smooth line has been fit 
to the data using a spline routine. The data was found to lie 
within the 95 percent confidence control limits on individual 
predicted values. Similar data obtained at heights of 21 cm 
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Table 1 Variation of bubble aspect ratio with distance above
the distributor for different bed heights (dp = 350 /tm)

bubbles (in the absence of coalescence). Figure 5 shows a dig
itized image of a typical two-dimensional bubble. The data on
bubble centroids indicated a remarkable level of consistency
in locating consecutively injected bubbles at specific z-Iocation
at a given time, thereby, establishing that the motion of the
single isolated bubbles was almost vertical. Additionally, the
consistency with which the z-centroid data fell within + / - 5
percent of the specified z-location qualified the bubble gen
eration setup. Table I compares the aspect ratios as a function
of distance above the distributor for the 350 /tm particle size
bed. It may be noted that the bubble shape continues to become
more elliptical as it travels up the bed. Therefore, description
of a bubble on the basis of just one diameter, either the hor
izontal or the vertical or an equivalent diameter as has been
done by most researchers in the past, is rather incomplete.
This observed trend has direct implications on the throughflow
velocity in the bubble which increases as the bubble becomes
more elongated in the vertical direction.

Results from image analysis established the uniformity of
shape and size of consecutively injected bubbles in the bed,
hence, lending credence to the fluid velocity measurements with
the LDA.
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Fig. 4 Location of (a) the y·centroid and (b) the z·centroid of the bubble
(z = 17 cm; Hs = 36 cm; dp = 350 I'm)

Distance above
the distributor

(em)

17
21
25

Aspect Ratio (RbiDb)

H B = 33 em H B = 36 em

0.85 0.815
0.93 0.96
0.97 0.98

Fig. 5 Digitized image of typical two·dlmensional bubble (z = 25 cm;
Hs = 36 cm; dp = 500 I'm)

and 25 cm above the distributor qualified the bubble generation
technique by establishing the uniformity of the cyclic process
of bubble injection, bubble detection, measurements of the
throughflow velocity and then injection again. Uniformity in
widths and heights of the bubbles was established when neg
ligible variations were observed in the data (within the 95
percent control limit) from over 30 consecutively injected bub
bles.

Image analysis results support the findings of Grace and
Clift (1974) who have discussed in detail the problems asso
ciated with measuring the translation of bUbble voids and have
shown that even with centroids remaining fixed, the bubble
shapes (diameter and height) can change significantly. A care
ful selection of such variables as, injection pressure, valve cycle
timings, superficial gas velocity and bed heights helped min
imize the variations in bubble shape and size in single isolated

Journal of Fluids Engineering

Velocity Measurements. The axial velocity component of
the fluid flowing through the bubble is considered positive in
the vertical direction, that is, along the positive z-axis (see Fig.
2). Velocity data are presented as a function of normalized
bubble height where the nose of the bubble corresponds to the
origin of the abscissa and the floor of the bubble corresponds
to a maximum value of 1. The velocity data have been fitted
with a smooth line using a spline routine that minimizes a
linear combination of the sum of the squares of the residuals
of fit and the integral of the square of the second derivative.
The data have been acquired at a constant superficial velocity
of 24.8 cm/s (Ua/ Urn! = 1.05) for the 500 /tm diameter particles
and at 14.2 cm/s (Ua/Urn! = 1.13) for the 350 /tm diameter
parti~les. During the bed qualification runs, superficial gas
velocity was varied between the minimum fluidization velocity
(Ua/Urn! = 1) and 27.4 cm/s (Ua/Urn!) = 1.16). For gas ve
locities below 23.0 cm/s and above 26.1 cm/s the shape and
quality of the injected bubbles was unacceptable from the
standpoint of making LDA measurements. Moreover, no ef
fect on the throughflow was observed within the operational
range of the superficial velocity where excess gas velocity varied
from 0 cm/s to 2.5 cm/s. Positioning of the LDA measuring
volume was dictated by the height above which the axial mo
mentum flux of the injected bubble air (analogous to an iso
lated jet) was equal to the momentum flux of the emulsion
phase. Using a modified pitot-tube probe, it was found that
the momentum flux of the injected volume of air decreased

.with height and dissipated completely into the bed at z = 17
cm. At this point the bed was considered dynamically ho
mogeneous.

Figure 6 shows the profiles of the axial velocity component
at z = 17.0 cm, 21.0 cm and 25.0 cm, along the centerline, in
a bed of 500 /tm diameter particles and a depth of 36 cm. The
throughflow velocity is seen to be fairly constant all along
the height of the bubble. The scatter in the velocity data near
the top of the bubble is a consequence of higher concentration
of larger bed particles near the .roof of the bubble. It was
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observed that individual particles fell from the roof of the 
bubble even though the roof was stable against a total collapse. 
The axial component was observed to increase as the bubble 
travelled upward through the bed. Similar profiles of the axial 
velocity component were observed at stations removed from 
the centerline, that is, at y = - 1 and y = - 2 . The mean 
velocities were found to be constant at each z-location. Profiles 
in Fig. 7 show that the axial velocity component increases along 
the centerline in a 33 cm deep bed with 500 jun mean diameter 
particles at z = 17 cm, 21 cm and 25 cm. The magnitude of 
the velocity at, for example, z = 17 cm in the 33 cm bed agrees 
well with the mean velocity value along the centerline at z = 
17 cm in the 36 cm deep bed. A three percent increase over a 
distance of 8 cm in the 33 cm bed agreed well with the increase 
observed in the 36 cm bed. Within the range of experimental 
uncertainties, the profiles across the width of the bubble are 
in agreement with each other. The trends aty = - 1 and/ = 
- 2 were in general agreement with those along the centerline. 

Figures 8 and 9 show the velocity profiles of the axial com
ponent in a bed of 350 /xm diameter particles. Bed heights of 
36 cm and 33 cm were investigated with all other conditions 
similar to those for the 500 /xm diameter particles. The min
imum fluidization velocity was 12.5 cm/s and the bed was 
operated at a superficial velocity of 14.2 cm/s. The bubble 
rise velocity, as determined from the image processor, was 37.8 
cm/s. The variation in each profile, for the 350 /xm diameter 
particle bed, was more pronounced than that in the 500 /xm 
bed but this was probably due to a poorer signal to noise ratio. 
The bubbles were observed to be less stable than in the 500 
/tin particle case. Velocities at each point along the vertical 
length of the bubble are fairly constant. The increase in the 
velocity with increasing distance from the distributor is con
sistent with the findings in the 500 /xm diameter particle bed. 
Axial velocity profiles at y = - 1 and at y = - 2 showed 
similar trends. The increase in the velocity from z = 17 cm 

to z = 25 cm was 5 percent. Unlike in the 500 /xm sized particle 
bed the increase in velocity from z = 21 cm to z = 25 cm is 
greater that from z = 17 cm to z = 21 cm. 

Even though the axial velocity components increase as the 
bubble travels upward through the bed, at a specified z-lo
cation, the velocities show negligible variation along the height 
of the bubble. This observation does not agree with the the
oretical analysis of Partridge and Rowe (1966) who predicted 
a Uth of 0.5 Umj at the base of the bubble and 1.5U„/ at the 
nose. Additionally, the observed mean Un, was significantly 
higher than {/,„/proposed by Rowe and Partridge (1966). The 
bubble investigated in this study may be classified as "slow" 
bubbles. While the hydrodynamic models proposed in the past 
do no more than indicate a qualitative trend of the fluid flow 
pattern, axial velocity components measured in this study pro
vide experimental evidence for Davidson's (1961) model for a 
slow bubble. Using voidage fraction of 0.48 at the nose of the 
bubble, the value of a equal to 0.561 was obtained and this 
is close to Davidson's ratio of 0.587. An absence of a recir
culation zone within a slow bubble was confirmed. 

The study has shown that the flow through a bubble has a 
dominant streamwise component which is constant along the 
height of the bubble. Figures 10 and 11 show the axial velocity 
profiles at y = - 1 andy = —2 locations for a bed height of 
36 cm and bed material with dp = 500 /xm. Combining the 
velocity measurements at different jy-locations for a given 
distance above the distributor revealed that the velocity profiles 
may be uniform across the bubble cross-section. Axial velocity 
profiles for the 36 cm and 33 cm deep beds with both 350 /xm 
and 500 /xm diameter bed particles showed similar trends at y 
= - 1 and y = -2 locations. As the excess gas velocity is 
increased, there is a definite increase in the size of the injected 
bubble at the expense of the dense phase but the throughflow 
component remained generally constant. 

An increase in the throughflow velocity with bubble aspect 
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ratio (ratio of bubble height to bubble width) provides evidence 
for and supports the model proposed by Grace and Harrison 
(1969) who had analyzed an elliptical-cylindrical void and 
equated the major and minor axes to the mean throughflow 
velocity. They also presented cine photography results that 
showed that elongated bubbles (a > b) were observed much 
more frequently than flattened bubbles (a < b). Tables 2 and 
3 show the variation of throughflow velocity as a function of 
the bubble aspect ratio in the 350 jtm and 500 /*m diameter 
particle beds, respectively. 

Throughflow velocity in two-dimensional bubbles was found 
to increase with increasing distance above the distributor. For 
sake of comparison with published analytical work, U,h may 
be written as a function of Umf. It was found that Uth varies 
from 1.38t/m/(z = 17 cm) to l.46Umf(z = 25 cm) in the 500 
jxm bed and from l.43Um/ (z = 17 cm) to 1.7 Um; (z = 25 
cm) in the 350 /xm bed. Values of 1.6t7m/to 1.9Umj suggested 
by Leung and Sandford (1969) come very close to the findings 
of this study. A predicted value of 1.5f/,„/by Murray (1965) 
at the nose of the bubble is in fair agreement with the present 
experimental findings. 

An interesting observation was the higher value of Uth in 
the 350 jim bed compared to that in the 500 jxm bed. An 
explanation for this observation is open to the research com
munity. It should be mentioned that throughflow velocities 
may be higher in freely bubbling beds where the interacting 
bubbles have a tendency to elongate in the vertical direction. 
The likelihood of the three-dimensional effect in the 1.9 cm 
thick two-dimensional bed affecting U,h can not be neglected. 

Conclusions 
Laser Doppler anemometry was successfully applied to non-

intrusively measure the throughflow component in single iso
lated bubbles in a two-dimensional fluidized bed. The bubble 
throughflow velocity in two-dimensional beds appears to in
crease with increasing distance from the distributor, thereby, 
enhancing the convective component in the interphase mass 

Table 2 Variation of bubble throughflow velocity with bubble 
aspect ratio (dp = 350 ^m) 

Velocity. (U„,/ U,„f) 
Aspect ratio HB = 33 cm HB = 36 cm 

(H„/Db) 
0.815 
0.85 
0.93 
0.96 
0.97 
0.98 

1.43 
1.52 

1.69 

1.7 

1.56 

1.98 

Table 3 Variation of bubble throughflow velocity with bubble 
aspect ratio (dp = 500 jim) 

Aspect ratio 
(Hb/D„) 

H„ 
Velocity (Ulh/Umf) 

33 cm HB = 36 cm 

1.06 
1.07 
1.085 
1.09 
1.10 
1.12 

1.38 

1.41 
1.46 

1.38 
1.41 

1.45 

transfer process. At a given height above the distributor, the 
throughflow in the bubble is constant along the height of the 
bubble, that is, there is no significant variation from the floor 
to the roof of the bubble. Further, at a given height above the 
distributor, the fluid velocity is uniform across the width of 
the bubble. Two-dimensional fluidized bubbles elongate in the 
vertical direction as they travel upward in the bed. Velocity 
profiles suggest a dependence of the bubble throughflow ve
locity on elongation of the bubble thus confirming the theo
retical analysis of Grace and Harrison (1969). Throughflow 
velocity was observed to be independent of the excess gas flow 
within the operational range of the superficial velocity. No gas 
recirculation zones were observed inside individually injected 
"slow" bubbles in the two-dimensional bed. 

The new experimental findings provide researchers with val
ues of throughflow or convective component other than the 
untested estimates, based on the two-phase theory of fluidi-
zation, in the various interphase mass transfer models. 
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A Numerical Treatment for 
Attached Cavitation 
A new numerical treatment has been developed for the prediction of the flowfield 
resulting from an attached cavitation region. The cavitation model has been imple
mented in a viscous calculation which is an improvement over previous inviscid 
results. The model requires no apriori knowledge of the wall detachment point or 
bubble length and comparisons with experimental data indicate good predictions of 
these quantities for a variety of different body shapes and cavitation numbers. 
Furthermore, wall pressure distributions are also predicted quite accurately using 
this method. While the treatment has been applied to an axisymmetric calculation, 
the approach should be applicable to two-dimensional flows. 

Introduction 
Attached cavitated regions occur in a variety of different 

situations. Marine applications involving attached "bubbles" 
on propellers and underwater vehicles are obvious examples; 
but devices such as high speed pumps and high pressure in
jectors are also subject to this phenomenon. The transient 
nature involving the creation and collapse of these regions is 
often implicated in local damage to surfaces of devices which 
exhibit cavitation. In addition, the presence of a cavitated 
region can have a large effect on surface pressure distribution 
as well as the massflow capability of internal flow devices 
operating in this environment. 

For these reasons, substantial efforts have been undertaken 
to develop capabilities to predict the extent of cavitation for 
various types of geometries and flow situations. While the 
advancements of computational fluid dynamics (CFD) tech
niques have provided a nearly routine treatment of single phase 
flows, there are still great difficulties in predicting flow-fields 
(either steady or unsteady) involving regions of vapor. Since 
even the fundamental mechanisms of the inception of these 
areas are not well understood (Rood, 1991), and since the 
presence of cavitation bubbles is usually accompanied by tur
bulent two-phase regions with complex behavior, numericists 
have had to resort to approximations to characterize this flow-
field. Therefore, numerical treatment of cavitated flowfields 
has not matured to the extent of the more easily treated single-
phase flows. 

A schematic description of the general features of an external 
flow with attached cavitation is shown in Fig. 1. The forebody 
of the cavity is generally well defined and reasonably steady 
provided that the freestream flow doesn't oscillate appreciably 
with time. In the aft portion of the bubble, instability of the 
surface due to local increases in liquid pressure leads to the 
formation of small bubbles which are formed in a "wake 
region." The wake region is characterized by two-phase, un-

Pure Vapor Forebody Region 

Two-Phase Wake Region 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 4, 1993; revised manuscript received February 4, 1994. Associate Tech
nical Editor: T. T. Huang. 

- Wall Detachment Point 

Fig. 1 Flow field near an attached cavitation bubble 

steady processes involving both the formation and collapse of 
bubbles. At some point downstream, the freestream pressure 
has increased to the point where all bubbles have collapsed, 
thus signaling the end of the wake region and the cavitation 
event. 

The modeling of cavitated flows of this nature has taken 
two distinctly different approaches. One approach (hereafter 
referred to as an "interface tracking" scheme) seeks a solution 
in the liquid domain along with a description of the boundary 
of the cavitated surface. To treat the two-phase wake region, 
a wake model is required since there is no attempt to define 
the interface of smaller bubbles lying in this area. Most of the 
recent efforts (Plesset and Chapman, 1971; Mitchell and Ham-
mitt, 1973; Prosperetti, 1982; Stern and Vorus, 1983; Blake 
et al., 1986; Stern, 1989, Deshpande, et. al., 1992) using the 
interface tracking approach have neglected liquid viscosity. 
Surface-tension forces are usually neglected, even though they 
may be important in the early growth phase after inception. 
• Recently, interface tracking solutions using boundary ele
ment methods have been used to treat attached cavitation by 
time-dependent tracing of the bubble boundary, or by using 
an iterative process to force a constant pressure boundary for 
a steady solution. (Furness and Hutton, 1975; Lemonnier and 
Rowe, 1988; Ingber and Hailey, 1991). The time-dependent 
solution by interface tracking methods is obscured by the fact 
that there is no well-defined interface in the wake region which 
can dominate the unsteady feature of the cavitation problem. 

The other distinct class of numerical methods makes no 
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attempt to track an interface, but instead treats the flow as 
two-phase with a pseudo-density which varies between liquid 
and vapor extremes. These two-phase models have the advan
tage that no special wake treatment is required, but have the 
disadvantage in that the interface of gas and liquid is not 
determined and must be inferred from density values in neigh
boring cells. Generally, these methods (Delannoy and Kueny, 
1991; Kubota et al, 1989; Purvis, 1992) treat the fluid as com
pressible which requires an additional relation between the 
pseudo-density and other flow variables (such as the pressure). 
The reason that at present, these methods are far from giving 
an accurate prediction (Dupont and Avellan, 1991) may be 
caused by the difficulties in defining this relationship. 

Unfortunately, there are limited axisymmetric experimental 
data for use in direct comparison with numerical predictions 
of an attached cavitation. Many researchers have focused on 
the flow detachment point, unsteady phenomena and viscous 
effects for the inception (Kubota et al., 1989; Franc and Michel, 
1985). Very few researchers have measured wall pressures and 
the extent of fully cavitated and wake regions. One notable 
exception here is the work of Rouse and McNown, (1948); 
who measured bubble profiles and wall pressure distributions 
for axisymmetric headforms. We shall make use of these data 
in comparing the results of our calculations. 

In this work, we will consider the attached cavitation flow-
field on an axisymmetric body. We will employ an interface 
tracking scheme capable of defining an average (steady) bubble 
location and size for a given wake model. This treatment is 
general and could also be applied to two-dimensional flows. 
The treatment is implemented in a numerical scheme which 
includes viscous effects, thus increasing the capability as ref
erenced to other interface tracking approaches. After a brief 
discussion of the flow solver, a description of the cavitation 
model will be presented. Finally, flow solutions are compared 
with experimental data of Rouse and McNown (1948), for a 
variety of axisymmetric bodies. 

Description of Numerical Model 

Incompressible, Viscous Flow Solver. The major problem 
in developing a solver for the incompressible Navier-Stokes 
equations lies in the solutions of the continuity equation to a 
high degree of accuracy (generally machine accuracy is pre
ferred). Even a small mass error can lead to dramatic changes 
in pressure which can cause instabilities or gross error in ve
locities. Today, several methods have successfully overcome 
this difficulty. The stream function and vorticity method 
(Burggraf, 1966), artificial compressibility method (Soh and 
Goodrich, 1988), and various pressure-based approaches have 
been employed successfully in viscous incompressible flows. 
For this work, we choose a popular pressure-based scheme 
known as the Marker-And-Cell method (Peyret and Taylor, 
1986). 

The present model neglects turbulent fluctuations in seeking 
an average "steady" solution for the flowfield. Since many 
of these flows are characterized by strong accelerations in the 
region of the detachment point, turbulence effects will be most 
pronounced in the wake region (and points downstream of the 
wake). For this reason, we don't expect a drastically different 
behavior in the bubble forebody even if turbulence were con-

x : Velocity o: Pressure ^line 

r\ line 

Control Volume for un , vi, Control Volume (or Pressure Control Volume for us. v? 

Fig. 2 Typical mesh cells for marker-and cell formulation 

sidered. Since we are modeling the region where turbulence 
effects are most pronounced, and since we are aware of no 
turbulence model capable of treating these two-phase effects, 
the present approach is justified. 

Under these assumptions, the dimensionless Navier-Stokes 
equations are: 

d(rv) d(ru) 
-+ - =u dr dz 

(1) 

d(rv) d(rv2) 

dt dr 

d(rvu) 

dz 

dp 

dr 

Re \ dr 
I A 
r dr 

(rv) 
d2(rv) 

' dz2 (2) 

d(ru) d , , d(ru2 

~ - + X- (rvu)+-1— 
dt dr dz 

d_p 

dz 

+ Re [dr V dr 
du\ d2(ru) 

+ - dz' 
(3) 

In performing the nondimensionalization, we have chosen the 
diameter of the body, the freestream velocity, and the fluid 
density as dimensions. The discrete equations are derived for 
the finite volume method in a body-fitted mesh. Central dif
ferencing is used for the viscous terms, while the hybrid scheme 
(Patankar, 1980) is used for convective terms to insure stability 
at high Reynolds numbers. 

The control volumes for velocities and pressure are shown 
in Fig. 2. The continuity equation is derived for the cell en
circled by grid lines with Py at the center. The discrete equations 
for the velocities laid on the constant £ line (w?, v^) and the 
velocities laid on the constant ij line (un, vn), are different as 
indicated by the mesh stars shown in Fig. 2. The convection 
terms and the viscous terms are calculated in a similar fashion, 
i.e., using the values at the closest points to the control faces. 

Nomenclature 

K = cavitation number 
P = pressure 
r = radial coordinate 
i1 = local mesh spacing 

S = distance from the body's lead
ing edge 
axial velocity 
radial velocity 

z -
Re = 

a, (3 = 
l = 
v ~-

- axial coordinate 
= Reynolds number 
= angles defined in Fig. 3 
= streamwise index (see Fig. 2) 
= transverse index (see Fig. 2) 
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The momentum equations require pressures on the control 
surfaces which enclose the points where velocities are given. 
In order to obtain pressures at locations where no pressure 
point is given, we use an average of the four neighboring 
pressure values. 

Substituting the velocities into the continuity equation, gives 
an equation for pressure which is solved by the Successive Line 
Over-Relaxation method (SLOR). The solution procedure in
volves a calculation of pressure given an initial guess of the 
velocity field. This pressure prediction can then be used to 
update the velocity field for the subsequent iteration. 

Cavitation Treatment. A simple, well-tested cavitation 
treatment, which is efficient for axisymmetric and two-di
mensional flow problems has been developed. We have three 
basic assumptions for the cavitation bubble: 

1. The bubble boundary is a free surface 
2. The pressure inside the bubble is the vapor pressure 
3. The rear part of the bubble can be approximated by a 

wake model 

The reader should be aware of the ramifications of such 
assumptions in describing cavitated flows of this type. The 
work of Arakeri (1975) reveals a small region (typically a few 
percent of the body diameter) just upstream of the inception 
point which can support pressures lower than the local vapor 
pressure. The actual inception pressure will lie somewhere be
tween this limit determined in relatively "clean flow" exper
imental conditions, and the actual vapor pressure in the liquid. 
The availability of nucleation sites from either trapped gas 
bubbles or particles will determine the actual cavitation in
ception pressure. For engineering calculations, our second as
sumption above is generally employed although our model is 
not restricted by this assumption and will perform well for 
other cavitation inception criteria. 

Numerically, the problem is in enforcing the constant pres
sure condition. As mentioned before, our approach is to adjust 
the cavity shape according to the pressure distribution. Dupont 
and Avellan (1991) have used a similar idea to modify the 
potential solution and have shown that the modified solution 
is superior to the initial potential one. At first, a solution is 
obtained by assuming no cavitation. At locations where the 
pressure is below vapor pressure, we apply the cavitation model. 
The boundary of the cavity is permitted to move according to 
the pressure difference between the local and the vapor pres
sures. 

Unlike the potential model using boundary element methods, 
it is difficult to use a traditional perturbation method to con
nect the bubble shape with the pressure. Instead, we take ad
vantage of the situation by noting that the flow passes around 
a corner. We know that increasing the angle of the corner will 
increase the pressure behind the corner node, while decreasing 
the angle will have the opposite effect. For the cavitation model, 
we look at every computational node as a corner as shown in 
Fig. 3. Since the pressure at a given location will be effected 
mostly by the change in a at the adjacent upstream point, we 
choose the updating scheme: 

cfi+1 = c4 + C(Pv-Pt+l) (4) 
Here, i is the grid point under consideration, n is the iteration 
number, and C is a small empirical constant. At the next time 
step, we move the bubble boundary according to the new 
angles. In the current formulation, points are moved in the 
radial direction only, and the new location, r"+l, can be ex
pressed in terms of the movement of the previous points: 

/•f+1 = rf_+/- (z,-z,-i) xrfg(af_+
1
1-/3f_+

1
1) (5) 

where the angle ft-1 is shown in Fig. 3. After the entire bubble 
boundary is updated, the rear portion of the bubble is modified 
by the wake model. 

r 

I—^-

0 1 . o B"bble 
Pn jra ""^g*"-—^./Boundary 

_ ^^"^ if \ o Wall Boundary Node 
Row ^^s^ r | ' 
Direction _ / : ' ° Pressure Node 

•rfr^ Bcd7i^fac7777777777-

Fig. 3 Treatment of the cavitation boundary 

After regriding the computational domain and using the 
previous time step solution as an approximate flow field for 
the new domain, we perform another subiteration to determine 
the approximate changes in pressure surrounding the bubble. 
From the new pressure distribution, the bubble shape can then 
be readjusted. This process is repeated until the pressure on 
the forebody of the bubble is close to the vapor pressure to 
the desired criterion and the solution of the flow field is con
vergent. An advantage of this approach is that it is relatively 
independent of the flow solver and it is unnecessary to use the 
detachment point or bubble length as an input as in potential 
models. 

An important problem here is to choose a suitable constant 
C and the number of subiterations to estimate the new flowfield 
about the bubble. Even though it is unnecessary to get a con
vergent flow field for every bubble shape (it is expensive), we 
should carry out enough iterations to make the flow field close 
to convergent. Because of the strong iteraction between the 
bubble shape and the flow field, we find it is better to choose 
a very small C value so that few subiterations are required 
after the change of bubble boundary. 

It should be noted that this procedure is permissible only 
because we are seeking a steady solution to the problem. The 
accuracy of intermediate solutions is of no consequence so 
long as the time stepping procedure itself is convergent. For 
instance, converged solutions are independent of the choice of 
C so long as the value chosen is small enough to make sub-
iterations stable. This situation is analogous to the application 
of an implicit solver which may take large timesteps and gen
erate a host of nonphysical solutions in the course of iterations 
to a steady-state result. 

Treatment of Wake Region. The interface tracking meth
ods are largely based on free-streamline theory from which the 
constant pressure and free surface conditions on the cavity 
become natural assumptions. While there is a well-defined 
interface between the liquid and vapor on the forebody and 
center of the attached cavity, this interface does not exist within 
the wake region which is characterized by a disperse field of 
ever-shrinking bubbles. The formation of the wake has been 
attributed to a re-entrant jet at the end of the cavity (Furness 
and Hutton, 1975; Uhlman, 1987; Delannoy and Kueny, 1990) 
caused by the local increase in pressure along the wall. This 
jet serves as a mechanism to destabilize the local surface, thus 
creating the bubble field observed experimentally. The axial 
extent of the wake depends on the rate of increase of the 

• external pressure (as determined by the body shape) as well as 
Reynolds number and local turbulence levels. 

In the wake region, all interface tracking schemes must apply 
a "wake model" to provide closure of the bubble boundary 
to the local surface. Physically, the wake model is required 
since the local wall pressure is not equal to the fluid vapor 
pressure in this two-phase region dominated by the collapse 
of bubbles generated in the forebody of the surface. Since the 
dynamics of the collapse of this complex, turbulent bubble 
field are not well understood, there is no attempt to include 
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them within the solution algorithm. Most authors (e.g., Bren-
nen, 1969) agree that the choice of the wake model, within 
limits, has little influence to the forebody of the cavity and 
our calculations support this assertion. Therefore, the interface 
tracking methods may predict the overall behavior of cavitating 
flows fairly well in spite of the trouble in modeling the wake 
region. 

Generally, there are two kinds of cavitation closure models. 
One relies on a prescribed pressure (or velocity in potential 
models, Kinnas and Fine, 1993), and the other assumes an aft-
body geometry (Ingber and Hailey, 1991). It should be noted 
here that both of these methods are more or less arbitrary. In 
this work, no explicit wake model is required since we could 
impose the constant pressure criteria p=pv over the entire 
length of the bubble (with the exception of the last point). This 
treatment would be similar to Uhlman (1987) and Deshpande 
et al. (1992). The one problem with this approach is that the 
entire pressure recovery occurs over the last segment of the 
cavity which leads to a large pressure "spike" at the cavity 
termination point. Physically, the presence of the re-entrant 
jet moderates the pressure rise within the wake leading to a 
smooth pressure distribution in this region. 

In order to reflect the physics of this process, we have chosen 
a wake model which will simulate a streamline on which the 
pressure is no longer constant. When the bubble height is below 
half of its maximum value, we presume a streamline which is 
simply a circular arc tangent to the local cavity and the wall 
of the body. On this circular arc, dV/d« = 0 since we presume 
the arc is a streamline and no mass can cross this boundary. 
Since the arc is not the interface between liquid and gas, we 
need to modify the zero shear stress boundary condition in 
this region. The model allows the viscosity to increase linearly 
as a function of the distance from the wall such that the full 
liquid viscosity is realized at the arc termination point. This 
approach permits a modeling of the physics relevant to the 
reentrant jet which contributes to the flowfield in this region. 

Boundary Conditions and Mesh Generation. The bound
ary conditions at the centerline are standard axisymmetric con
ditions, i.e., v = du/dr= dp/dr = 0. At the solid wall, the physical 
condition V = 0 is the only boundary condition required since 
the MAC mesh distribution places no pressure points at the bound
ary. For the far field, the boundary condition is V = U„. Finally, 
along the cavitation surface, we enforce conditions such that 
the normal velocity and the gradient of the tangential velocity 
both vanish. 

For outflow boundary conditions, we assume the down
stream boundary is far away from the region of interest, so it 
has minor influence to the cavitation calculation. The pressure 
is far field pressure and the boundary layer near the wall is 
well developed so that we can use first order extrapolation of 
all velocity components. In this work, we have chosen an 
algebraic method for grid generation due to its computational 
efficiency. Exponential stretching is used in high gradient re
gions. A typical mesh is shown for a hemispheric headform 
in Fig. 4. 

Results and Discussion 
The current algorithm was tested on the flows across three 

kinds of headforms: conic, ogival and hemispheric heads. Rouse 
and McNown (1948) indicated that for high Re, there is neg
ligible Re influence due to turbulence which supports our ear
lier assertion that turbulence will not have a drastic effect on 
bubble forebody shapes. The wake model is employed in the 
region where turbulent effects are most important. All cal
culations assume Re=1.36xl05, consistent with the value 
quoted by Rouse and McNown (1948). 

The strong influence of cavitation on the body pressure 
distribution is highlighted in Fig. 5 for K=0A and ^>1.4 
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Fig. 4 Typical computation mesh (hemispherical headform) 
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Fig. 5 The influence of the cavitation on wall pressure distribution 

0.80 

Fig. 6 Convergence test: bubble shapes for K = 0.5, conic headform 

(approximately non-cavitated case) for the conic head. Here 
K= (Poo-Pu)/(Po~-Poo), where P0 is the total pressure, P„ is 
the vapor pressure, and P,» is the freestream pressure. It is 
obvious that the cavitation changes the pressure distribution 
dramatically and the current cavitation model gives a good 
prediction as compared with the experimental results of Rouse 
and McNown (1948). 

Convergence of the scheme was verified on the conic head-
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Fig. 8 Pressure distribution for conic headform 

form for cavitation number isT= 0.5. Calculations were per
formed on three meshes: 100x50, 75x35, and 49x24. The 
wall pressure distribution and predicted bubble shapes are 
shown in Fig. 6 and Fig. 7, respectively. Note that the region 
with the symbols in Fig. 7 is the area in which the wake model 
is applied. The use of a wake model which intercepts the body 
surface at a low angle permits a smooth pressure distribution 
near the attachment point (near S = 2 in Fig. 6). This result 
contrasts the relatively large pressure "spikes" obtained in 
calculations of Deshpande et. al. (1992), in which the bubble 
intercepts the body at a relatively high angle. The results in 
Figs. 6 and 7 demonstrate convergence of the numerical scheme 
as well as the cavitation model. 

There were some difficulties in comparing bubble shapes of 
the model with the experiments of Rouse and McNown (1948). 
Digitization of their data, the coarseness of bubble pocket 
measurements, and the evidence of non-axisymmetric bubble 
shapes all obscured the experimental results. For this reason, 
only the wall pressure distributions (which are strongly influ
enced by bubble shapes) are compared with the experimental 
data. Figure 8 shows good agreement between the computed 
pressure distribution and the experimental results for ^=0.4 
for the conical headform. The calculated solution predicts the 
overall extent of the bubble forebody (minimum pressure re
gion in Fig. 8) as well as the pressure recovery within the wake. 

For a sharp edged body, the detachment point is simply at 
the corner. It is more challenging to predict the detachment 
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Fig. 9 Pressure distribution for ogival headform 
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Fig. 11 Bubble shapes for conic and ogival headforms 

•point for a smooth body. To test if the model in this case, we 
performed calculations on an ogival head for K=0.2 and a 
hemispheric head for K = 0.4 and if = 0.3. Figures 9 and 10 
show the pressure comparison for the ogival head and the 
hemispheric head respectively. Results in these figures indicate 
the detachment point (leading edge of the minimum in pressure) 
is accurately predicted for cavitation on these smooth surfaces 
which tends to validate the assumed inception criteria (p =pv) 
for flowfields of this nature. The extent of the fully cavitated 
region (bubble forebody) is slightly overpredicted in these cases. 
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Errors in the pressure distribution (and hence the bubble shape) 
are confined to the termination region of the cavity where the 
wake model is employed. 

The computational bubble shapes are shown in Figs. 11 and 
12. Once again, wake regions are denoted with symbols in 
these figures. While it is difficult to make exact comparisons, 
computed bubble shapes agree with those in Rouse and 
McNown (1948) except in portions of the wake as indicated 
in the surface pressure comparisons in Figs. 9 and 10. 

Conclusion 
A new numerical treatment has been developed for the pre

diction of the flowfield resulting from an attached cavitation 
region. While the treatment has been applied to an axisym-
metric calculation in this case, it is quite generic in nature and 
should also work well for 2-D flows. While the method has 
been applied using a flow solver consistent with the Marker 
and Cell formulation, the cavitation model could also be used 
with other numerical approaches. The cavitation model has 
been implemented in a viscous calculation which is an im
provement over previous in viscid results. Furthermore, the 
model accurately predicts the wall detachment point even for 
smooth bodies. Results indicate that wall detachment point, 
bubble forebody, and wall pressure distributions compare well 
with experimental data for a variety of different geometries. 
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Falling Needle Rheometry for 
General Viscoelastic Fluids 
This paper reports theoretical and numerical studies on a flow of a general viscoelastic 
fluid past a needle placed at the centerline of a cylindrical tube, supplemented by 
a comparative experimental study. It is shown that the drag per unit length on the 
needle, which is assumed to be infinitely long, depends on the fluid viscosity only, 
whatever the first and second normal stress differences may be. This general theory 
is then specified to obtain solutions for the power-law and the Phan-Thien-Tanner 
fluids. The power-law fluid results provide a general technique for obtaining flow 
curves of non-Newtonian fluids from the measured drag forces on falling needles. 
This is achieved by using KU/R as the effective shear rate, where U is the terminal 
velocity of the needle, R is the radius of the tube, and K is a function of the power-
law index n and the system geometry a/R (where a is the radius of the needle). The 
effect of the aspect ratio of the needle on the drag force is investigated numerically 
using a boundary element method for the flow of Phan-Thien-Tanner fluid. Ex
perimentally, a flow curve was obtained for a kerosene solution ofPIB (3.39 percent 
by weight), using falling needles of aspect ratio greater than 40 in a circular cylinder. 
The result compared well with Carri-Med 50 CS rheometer data. 

1 Introduction 
The flow past a rigid particle has been a subject of many 

theoretical, numerical, and experimental studies. A compre
hensive review of research of particle motions in a Newtonian 
fluid at low Reynolds number (Stokes flow) can be found in 
Happel and Brenner (1986). Non-Newtonian effects have also 
received considerable attention in recent years (see Walters and 
Tanner, 1992 for a review). Much of the work on non-New
tonian effects has been concerned with the flow past a sphere 
placed in the centerline of a cylindrical tube. This problem is 
of importance mainly because it forms the theoretical basis of 
an experimental method known as the falling ball rheometry, 
where the measurement of the terminal velocity of the falling 
sphere can be used to infer the viscosity of the fluid tested 
(see, for example, Powell et al., 1989; Butcher and Irvine, 
1990; Phan-Thien et al. 1991a), and that the flow provides a 
bench-mark problem for the testing of numerical methods in 
viscoelastic flow calculations (see, for example, Crochet, 1988; 
Lunsmann et al. 1989; Zheng, et al., 1990; Jin et al., 1991; 
Phan-Thien et al., 1991b). 

However, with regard to viscosity measurements, the falling 
ball data must be interpreted with caution when applied to 
viscoelastic fluids. Since the flow around the sphere is non-
viscometric in nature, i.e., it is a mixture of shear and elon-
gational flows, the analysis depends on the constitutive model 
adopted for the fluid, and it is difficult to define a-priori an 
effective shear rate for the flow. Furthermore, not only the 
viscosity but also the elasticity of the fluid can significantly 
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influence the drag force on the sphere. A simple example is 
the Maxwell fluid where the viscosity of the fluid is constant 
but the drag coefficient decreases with increasing elasticity. 

It would therefore be useful to redesign the falling object 
to promote a dominant shear flow, and yet retain the simplicity 
of the method. A device that seems to achieve these two aims 
is the falling needle viscometer, as described by Park et al. 
(1988, 1990), where a slender object replaces the sphere. For 
the device to work as a viscometer, two problems must be 
resolved satisfactorily. First, how is the viscosity calculated 
from a force (or velocity) measurement on the needle, and 
secondly, what is the shear rate at which this viscosity is meas
ured. The second problem is irrelevant to Newtonian fluids, 
where the viscosity is independent of shear rate. For non-
Newtonian fluids, we must determine the shear rate at which 
the viscosity is determined, as the drag force depends on the 
shear stresses along the needle and the tube wall. The corre
sponding shear rate at which the viscosity is calculated (from 
the drag force) is, therefore, neither the shear rate along the 
needle nor the shear rate at the tube wall, but some effective 
value. 

Solutions for the falling needle in a Newtonian fluid have 
been obtained by Lohrenz et al. (1960) and Cox (1970), among 
others. Analyses using the power-law fluid model were given 
by Ashare et al. (1965) and Park and Irvine (1988). Leal (1975) 
obtained a perturbation solution for a second-order fluid. These 
analyses are valid in the asymptotic sense, that is, the length 
of the needle assumed to be large compared to its radius. A 
finite element analysis for a finite-length needle in the Maxwell 
and the PTT fluids was given by Phan-Thien et al. (1993). 
They reported numerical results for two aspect ratios, L/a -
40 and L/a = 100 (L/a » 1, where L and a is the length 
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and the radius of the needle, respectively); for these cases, the 
drag force per unit length does not vary much with the change 
in aspect ratio. Experimentally, the effect of the aspect ratio 
has been examined by Park and Irvine (1988) and more recently 
by Cho et al. (1992). 

The motivation of the present paper is to generalize the 
previous analysis to the "simple fluid," which is completely 
general and covers almost all the existing constitutive equations 
for fluids with or without memory (the reader is referred to 
Tanner, 1988 for a review of most popular constitutive equa
tions), and to describe an alternative procedure with which the 
viscosity of general viscoelastic fluids can be measured from 
the terminal velocity of falling needles. The problem of meas
uring viscosities of viscoelastic fluids has received extensive 
investigations and has resulted in a series of commercial vis
cometers, most of which are based on the Poiseuille flow or 
cylindrical Couette flow, and require measurement of either 
the pressure drop or the torque. They are more complex in 
structure and more expensive in production costs than a falling 
needle equipment. Another potential advantage of the falling 
needle is its applicability to determine the viscosity of suspen
sions, where the motion of the needle will not significantly 
disturb the microstructure of the tested fluids. We shall also 
show that the proposed procedure, expressed in terms of the 
effective shear rate, are more succinct and simpler than that 
described by Park and Irvine (1988). Both analytical and nu
merical methods are used in this work. Some experimental 
data are also reported. 

2 Theoretical Analysis 
We now begin with the motion of a needle in a general 

viscoelastic fluid. Although we will later consider specific con
stitutive equations (i.e., the power-law and the PTT fluids), 
the general theory can be developed without need for such 
specialization. In a viscometric flow, it is well known that there 
are three material functions for a simple fluid: the first normal 
stress difference Nit the second normal stress difference A ,̂ 
and the shear stress function T (Coleman et al., 1966). The 
viscosity r\ = 1/(7) is defined through 

r(y) = 17(7)7. (1) 
Knowing the viscometric behavior of the fluid does not allow 
us to deduce nonviscometric properties, or even the anisotropy 
of the material, but there is a variety of practical problems 
that depend only on the viscometric functions and therefore 
measuring these functions is a major concern in rheometry 
(Barnes et al., 1989). 

The flow field generated by the falling needle is in fact a 
complex flow including both shearing and elongational flow 
components. However, if the needle is slender (L/a » 1), as 
is the case here, the flow around the needle may be taken to 
be annular and due to a combination of drag and pressure. 
Viewed this way, the flow may be considered nearly visco
metric. 

Using cylindrical coordinate system for the formulation of 
this problem, the flow field is then described by 

ur = 0,ug = 0,uz = uz(r), (2) 

and the shear rate is given by 7 = duz/dr. We assume that 
the needle is stationary, the container wall is moving with a 
constant velocity U. The fluid inertia terms will not appear in 
the govern equations since u • Vu = 0. Thus, from the mo
mentum equations, it can be deduced that the pressure gradient 
dP/dz must be a constant, and we denote PL = dP/dz. Then, 
a simple integration of the momentum equations yields 

•-2PL(r--)=v(y)y, (3) 

To determine the constants PL and C, we need to consider 
the continuity equation and the boundary conditions. By an 
integration by parts of the continuity equation and the bound
ary conditions we find (note that we have assumed a stationary 
needle and a moving wall), 

r ydr = Q, and ydr = 
J/7 

u. (4) 

In principle, from the three Eqs. (3) and (4), PL, C, and 
y(r) can be obtained and hence the velocity field can be de
termined. Furthermore, the drag force on the needle can be 
obtained from a global balance of momentum, 

D = 2TrRLTrz\r=R-irR2LPL=-irCPLL. (5) 

Note that the contribution to the drag force from the pressure 
drop is quite significant. 

It is noteworthy from the above results that the velocity field 
and the drag force depend on the viscosity function -q only, 
whatever the two normal stress functions N, and N2 may be. 
This conclusion is important, as it implies that the method of 
using falling needle data to evaluate the viscosity function of 
the tested liquid is valid for any non-Newtonian fluids with or 
without elasticity. In reality, the aspect ratio of the needle will 
be finite, and the fluid elasticity will affect the drag force, but 
this comes in as high order terms in the aspect ratio of the 
needle. However, this is not true for a falling sphere in an 
elastic liquid; therefore the falling sphere method is not quite 
suitable for general viscometric applications. 

As special cases of the simple fluid, two constitutive models 
will be considered next. They are the power-law and the Phan-
Thien-Tanner models. A solution for the falling needle applied 
to a power-law fluid has been reported by Park and Irvine 
(1988), but our results, expressed in terms of the effective shear 
rate, are interpreted differently. For these models, the gov
erning equations (Eqs. (3-4)) are nonlinear. Here we employ 
an optimization technique to solve these equations. In fact, 
the original problem is easily shown to be equivalent to the 
following optimization problem; 

Given an objective function 

/ = M r2ydr\ +M ydr-U) , (6) 

where 7 satisfies 

^(7)7 = 2 PL ( r-- (7) 

find the values of PL and C that minimize / . 

3 Results for the Power-Law and the PTT Fluids 
3.1 Power-Law Fluid. For a power-law fluid, the vis

cosity-shear rate relationship is given by 

r,{y) = m\y\"-\ (8) 
where m is a measure of the consistency of the fluid, the higher 
m the more "viscous" the fluid; n is a measure of the degree 
of non-Newtonian behavior (n < 1), and the greater the de
parture from unity the more pronounced are the non-New
tonian properties of the fluid. 

It can be shown that the drag force on the needle, D, for a 
power-law fluid is given by (Phan-Thien et al., 1992), 

n - l 

(9) 
D m 
A> vo V R 

where D0 is the Newtonian value for the same needle at the 
same terminal velocity, 

2wvoUL(R2 + a2) 
£>o = -

where C is a constant. R2-a2-(R2 + a2)\n-
R 

(10) 
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Fig. 2 The dimensionless drag, DfaUL), as a function of the Weissen-

The shift factor K as a function of n for a/R = 0.05, 0.1, 0.2, 0.3 berg numbers, for the PTT fluid: e = 0.02, 0.25; a/R = 0.2, 0.4, 0.6 

In Eq. (9), Kis a function of both the power-law index n and 
the geometry a/R, and is available from the solution of the 
momentum and continuity equations. Figure 1 shows A" versus 
n at four different a/R values. Some tabulated data were given 
by Phan-Thien et al. (1993) and a simple regression suggests 
that 

log K= b0-bi log n, (11) 
where 

60 = 0.45790 + 3 . 2 3 0 5 ( - - 0 . 1 ) , 

and b,= 0.0704371 -^ 
R 

with an average error of less than 1.8 percent for 0.1 < n < 
0.9 and 0.05 < a/R < 0.3. 

Comparing Eq. (9) to Eq. (8), it is clearly seen that the curve 
TIOD/DQ versus KU/R must coincide with the flow curve 17 versus 
7. Therefore, the flow curve can be constructed from the 
measured drag force on the needle, provided that KU/R is 
used as the effective shear rate. Note that .Do/1/0 is a function 
of the geometry and the terminal velocity of the needle, and 
can be calculated using Eq. (10), and therefore finding the 
zero-shear-rate viscosity 170 is not required. 

In summary, the steps involved in determining the viscosity 
by the falling needle method are: 

• For the set of terminal velocity observed, the power-law 
index can be determined from the plot of i/oD/Z)0 versus 
U/R. Note that D0/rio can be obtained directly from (10) 
without the need to measure either D0 or r/0; the drag 
force on the needle (D) is simply its weight minus its 
buoyancy force. 

• The constant K can then be evaluated from the regression 
formula (11), provided that the parameters are within 
the ranges considered. 

8 The flow curve can now be constructed by plotting i/oD/ 
D0 against KU/R. 

This method can be extended to generate a general flow 
curve by considering "local" power-law indices (for fluids that 
are not necessarily power-law). That is, if the whole curve of 
•qoD/Do versus U/R is not a straight line in the log-log coor
dinate system, we can divide the whole region into several sub-
regions so that within each sub-region the curve can be regarded 
to be a straight line and a local power-law index can be obtained 
from the slope. Then the flow curve can be constructed by the 
same procedures as mentioned above, except we now use dif
ferent K values in different sub-regions. 

-

-
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/ / /5W i = 1 
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r/R 

Fig. 3 The velocity profiles between the needle surface and the con
tainer wall {a/R = 0.2), for the PTT fluid: e = 0.25, Wi = 0.1, 1.3 

3.2 Phan-Thien-Tanner Fluid. We consider next the vis-
coelastic fluids modelled by the generic differential constitutive 
equation: 

•" - - ' = 2 ^ m D , (12) GT + A 
dt 

+ U « V T - V U > T - 7 ' V U 

where D = l/2(Vw + V«T) is the rate of deformation, and 
X, ?/,„ are the relaxation time and the molecular-contributed 
viscosity, respectively, which are allowed to be functions of 
the generalized shear rate 7 = \jltr{J) • D). Finally, G in (12) 
is a scalar function of tn. With different G's Eq. (12) covers 
a variety of constitutive models. If G = 1 + eXtrr/rio, then 
the model of Eq. (12) is a particular case of the Phan-Thien-
Tanner fluid (Phan-Thien and Tanner, 1977), in which TJ0 is 
the zero-shear viscosity and e is a model parameter. When e 
= 0 and t)m = 770, Eq. (12) reduces to the well-known upper-
convected Maxwell fluid. 

In the uni-directional flow between the needle surface and 
the tube wall, the stress components i„ and Tee are zero and 
the remaining equation for rrz and TZZ are 

Grzz - 2\yTrz = 0, and Grrz = 7)my. (13) 

Here the generalized shear rate reduces to 7 = du/dr. These 
equations are easily rearranged in terms of G to obtain 

G 3 - G 2 - 2 e A 2 7 2 ^ = 0. (14) 
Vo 
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Fig. 5 Boundary element mesh, L/a = 20 and a/R = 0.2 

For given 6, X and t]0, Eq. (14) defines G as a function of 7, 
and hence the viscosity function is given by 

v(y) = 
Vm(y) 

G(7)' 
(15) 

As an example, we now consider the PTT model with two 
different e values, e = 0.02 and e = 0.25. The former cor
responds to a polymer solution and the latter to a polymer 
melt (Larson, 1988)) and ??,„ = %• We define the Weissenberg 
number as Wi = XU/R. 

Figure 2 shows the dimensionless drag given by D/(tj0UL) 
as a function of the Weissenberg number at three different 
diameter ratios, a/R = 0.2, 0.4, and 0.6. The drag reduction 
is due to the shear thinning behavior of the PTT model. The 
results in Fig. 2 show that the larger a/R is, the quicker is the 
decrease of the dimensionless drag force with increasing Weis
senberg number. 

Figure 3 shows the calculated velocity profiles for different 
Weissenberg numbers. At low Wi numbers the velocity field 
is nearly Newtonian. At higher Weissenberg number, the ve
locity profile is blunter. It seems likely that at very high Wi 
numbers there exists a thin boundary layer next to the surface 
of needle, and the flow outside this thin boundary layer is 
effectively a plug flow. 

Equation (14) gives 77/170 — (2e)l/3(\7)~2/3 at high value of 
X7, indicating that the PTT model has a power-law region 
with n - 1/3. This suggests a simple approximate method for 
constructing a flow curve from the drag measurements, using 
the shift factor K obtaining from the power-law calculations 
(Fig. 1 or Eq. (11)). In Fig. 4, we plot the drag ratio D/D0 
versus KXU/R where K ~ 4 from Fig. 1 for n = 0.3 and 
a/R = 0.2. Superimposing on these data are the dimensionless 
steady shear viscosity curve (77/770, where 770 is the zero-shear-
rate viscosity), in solid lines, for the PTT model. The plot of 
D/DQ versus KXU/R is visually indistinguishable from the true 
flow curve of the fluid. 

4 The Boundary Element Solution 
The above solutions are obtained in the asymptotic sense, 

which do not allow inclusion of the needle aspect ratio effect. 
We now turn to a full numerical solution for the PTT fluid 
past a finite-length needle, using a boundary element method. 
The same method has been described elsewhere (Zheng et al., 

Fig. 6(a) 

Fig. 6(b) 

Fig. 6 The dimensionless drag, DI(ri0UL), as a function of the Weissen
berg numbers, for the PTT fluid: (a) e = 0.02, (6) e = 0.25. The symbols 
are numerical results and the solid lines are the asymptotic solutions. 
The geometries are: a/R = 0.2, L/a = 10, 20, 40, 100. 

1990) for the solution of viscoelastic flows past a sphere, and 
we shall not repeat the details here. 

The flow domain of interest is the region between the cy
lindrical container of radius R and the needle that is represented 
by a cylinder of radius a and length L. Calculations were made 
for a fixed a/R = 0.2, and for L/a values varying from 10 to 
100. A typical mesh used is shown in Fig. 5 for the case of 
L/a = 20; the total length of the domain is 5L. Sufficiently 
fine elements are required near the needle surface to capture 
thin velocity and stress boundary layers. On the top boundary 
(the tube wall) the conditions uz = U and ur = 0 are imposed; 
no-slip conditions (uz = ur = 0) are imposed on the needle 
surface; along the centerline the radial velocity and the shear 
stress are zero; at the inlet and outlet boundaries, far away 
from the needle, the flow is uniform: uz = U and ur = 0. We 
had convergent difficulties in calculations after Wi = 0.65. 

The results of the dimensionless drag force versus the Weis
senberg number at four different aspect ratios are given in 
Figs. 6(a) and (&), for e = 0.02 and e = 0.25, respectively. 
The dimensionless drag forces at the smaller aspect ratios are 
greater than the ones at the larger aspect ratios. As the aspect 
ratio increases, the dimensionless drag force approaches the 
asymptotic value. 

Figure 7 shows that the dependence of the dimensionless 
drag force on a/L value is approximately linear. This suggests 
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that the aspect ratio effect on the drag may be corrected by 
an expression as follows: 

D:=IT^7ry (16) 

where D*a is the dimensionless drag force for L/a = °o, D* 
= D/(r]0UL) is the dimensionless drag force in the finite aspect 
ratio case. The e value can be found by regression. The regres
sion results show that e varies very slowly with Wi and e, so 
it is reasonable to take a single average value of e for all the 
cases here. The average value is found to be e ~ 3.56. Using 
this value to correct the data in Fig. 6(a) and (b), we obtain 
the corrected dimensionless drag force versus the Weissenberg 
number as shown in Fig. 8(a) and (b). Equation (16) indicates 
that the correction for the dimensionless drag force due to the 
effect of the finite aspect ratio is O (a/L). Thus when the aspect 
ratio increases to a certain value (say, L/a > 40), the effect 
of the aspect ratio on the drag force becomes negligible. 

5 Experiment 
5.1 Experimental Setup. A 3.39 percent kerosene solu

tion of polyisobutylene (PIB) of 0.82 g/cm3 density was used 
in a 50.44 mm diameter precision bore glass cylinder 400 mm 
long at 21.2°C. It was capped with a 30 mm deep aluminum 
lid having a hole at its center to ensure that the falling particle 
is released at the cylinder axis. The hole was just large enough 
for the unwetted needle to fall freely through it when dropped. 
To accommodate different diameters, an appropriate size sleeve 
insert was used with each needle. The measuring tank was 
aligned with the vertical using a spirit level. 

For tests reported here, two types of needles were used. A 
thin-walled stainless steel hypodermic tube 2.015 mm diameter 
was sealed with hemispherical ends. Similar tubes with squared 
ends showed no end effects for the given aspect ratio. One 
plug was glued in place, while the other was removable, with 
an average overall aspect ratio of 73. The second type of needle 
was made from glass tube 1.52 mm diameter and 73.56 mm 
long (thus L/a » 97), the downstream end of which was sealed 
and rounded. 

The start and finish lines were marked on the glass tank and 
their separation measured. A video camera (Panasonic WV-
BL200) with a Computar TV zoom lens M6Z 1212, 12.5-75 
mm focal length,/ = 1.2, mounted on a Manfrotto 055 tripod 
with a movie head, was focused at each line. Both video signals 
were combined with an American Dynamics 1470A video split
ter and recorded on a Panasonic NV-FS100A video cassette 
recorder with time/date information. The latter signal was 
generated by a National time/date generator W J-810, with time 
given to two hundredths of a second. 
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Fig. 8 Same as Fig. 6, except the dimensionless drag forces have been 
corrected using Eq. (35) 

The commercial viscometer Carri-Med 50 CS was used with 
the number 4 cone to automatically generate shear stress versus 
shear strain data and calculate the apparent viscosity using the 
proprietary software supplied with the instrument. 

The density was determined from weighing a known volume 
of the test liquid on a Sartorius analytic mass balance A200S 
capable of measuring mass to within 0.0001 g. 

The whole laboratory was kept at a constant temperature, 
and during the test, the liquid temperature did not exceed 0.5 °C 
above the initially measured value, using a mercury-in-glass 
thermometer with the minimum resolution of 0.1°C. 

5.2 Experimental Method and Accuracy. The video re
cording system was switched on and the selected needle was 
filled with mercury and weighed on the analytical mass balance. 
The needle was then inserted in the hole provided in the tank 
lid and held while the record button on the VCR was activated. 
The needle was then dropped into the test liquid, and its passage 

. across the marker lines recorded. After stopping the VCR 
record function, the needle was retrieved, cleaned, top end 
opened and some mercury removed. The above procedure was 
then repeated until the needle was empty. In the case of the 
glass needle, the top end was sealed with bees wax. 

The needle transit time between the markers was then ob
tained from the VCR playback and its terminal velocity cal
culated by dividing the separation between the markers with 
this time interval. 

The calculated terminal velocity is estimated to be within 
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Fig. 9 Apparent viscosity variation with shear rate from experimental 
data with falling needles and a Carri-Med CS Rheometer 

about ±1.2%, while the viscosity measurement on the Carri-
Med CS 50 was known to within about 2 percent. 

5.3 Results. The terminal velocities were obtained for a 
number of needles. The drag force D on each needle was found 
by subtracting the buoyancy force from the weight of the 
needle. The Newtonian values of ZV'Jo corresponding to the 
different terminal velocities U were calculated from Eq. (10) 
without the need of the zero-shear-rate viscosity of the fluid. 
Thus r)oD/D0 as a function of U/R was obtained. For the 
geometries used, there is no correction needed for the aspect 
ratio effect. 

The results are shown in Fig. 9. The power-law theory was 
used to construct the flow curve and it is seen that the agreement 
is good. The results also compare well with the flow curve 
measured with the Carri-Med 50 CS rheometer. However, ow
ing to the inherent limitations of this type of apparatus it was 
not possible to obtain experimental data at high shear rates. 

We observed in the experiment that the needle kept falling 
vertically along the centerline. Indeed, with a small cavity 
provided at the center of the container bottom, the needle was 
seen to drop straight into this cavity. 

6 Conclusion 
In summary, we have presented an asymptotic analysis for 

the simple fluid past a needle placed at the centerline of a 
cylindrical tube. It was shown theoretically that the drag force 
on the needle depends on the fluid viscosity only; the fluid 
elasticity has no effect on the drag asymptotically. The falling 
needle can therefore be utilized as a simple and accurate vis
cometer for general viscoelastic fluid. Solutions for the power-
law and the Phan-Thien-Tanner models were reported as the 
special cases for the simple fluid. A boundary element method 
has also been used to solve the full equations for the PTT 
model, which involves taking the aspect ratio effect into con
sideration. Numerical results confirm that the drag per unit 
length on a long needle (L/a > 40) in a container can be 
approximated by the asymptotic solution. This study is also 
supplemented with an experimental investigation. A flow curve 
was obtained experimentally based on the theoretical results 
of the relationship between the drag and the viscosity, for a 
kerosene solution of PIB (3.39 percent by weight). The ex
perimental results were confirmed by an independent viscosity 
measurement with a Carri-Med CS Rheometer. 

On the basis of above, we also see the potential usefulness 
of the falling needle viscometer for determining the viscosity 
of suspensions, where it is vital not to disturb the microstruc-
ture of the tested fluid. 
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Rankine-Hugoniot Relations for 
Lennard-Jones Liquids 
The purpose of the present study is to clarify the Rankine-Hugoniot relations for 
Lennard-Jones liquids. First, Monte Carlo simulations are conducted to evaluate 
the state quantities such as the pressures, the internal energies, and the sound 
velocities. These computed values are used to obtain the approximate expressions 
for the state quantities by the method of least squares. The Rankine-Hugoniot 
relations are then clarified numerically as a function of the shock Mach number by 
solving the basic equations together with those approximate expressions. For liquid 
shock waves, not only the pressure but also the temperature increases much larger 
than those for an ideal gas. The results obtained here enable us to conduct more 
efficient molecular dynamics simulations such as simulating shock fronts alone for 
the investigation of the internal structures of liquid shock waves. 

1 Introduction 
The internal structures of shock waves in gases have been 

actively studied by applying Monte Carlo direct simulation 
methods to the Boltzmann equation (Bird, 1970; Nanbu and 
Watanabe, 1984; Boyd, 1990; Brwin et al., 1991) instead of 
classical approaches to the Navier-Stokes equation (for ex
ample, Schwartz and Hornig, 1963). This is contrast to the 
case of liquid shock waves, the internal structures of which 
have not been extensively studied. One of the reasons seems 
to be that the application of liquid shock waves in engineering 
fields was not clear. However, liquid shock waves have been 
recently applied in the medical engineering field (for example, 
Takayama, 1987), and consequently shock structures in liquids 
and solids are the important subjects to be clarified. 

The Monte Carlo direct simulation method (Bird, 1976) can
not be applied to liquid problems because it is a solution to 
the Boltzmann equation. Molecular dynamics methods are 
highly useful for investigation of liquid and solid problems 
from a microscopic point of view, so they have been widely 
used so far along with variants of the Monte Carlo technique. 
There are some studies on liquid shock waves by molecular 
dynamics methods. Tsai and Trevino (1981) and Holian and 
his coworkers (1980, 1988) discussed the internal structures of 
normal shock waves in Lennard-Jones liquids (corresponding 
to liquid argon) for weak and very strong shock waves, re
spectively. Since molecular dynamics simulations of generating 
shock waves in liquid systems are very computationally ex
pensive, those studies were carried out only for a few cases of 
shock Mach numbers. If the Rankine-Hugoniot relations for 
a liquid of interest are known, we can develop more efficient 
simulations including simulations of shock fronts alone. 

The purpose of the present study is to clarify the Rankine-
Hugoniot relations for Lennard-Jones liquids. First, Monte 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 15, 1992; revised manuscript received November 1, 1993. Associate Tech
nical Editor: R. W. Metcalfe. 

Carlo simulations are conducted to evaluate the pressures, the 
internal energies and the sound velocities for various sets of 
densities and temperatures. Then the Rankine-Hugoniot re
lations are clarified as functions of the shock Mach number 
by numerically solving the basic equations together with the 
approximate expressions obtained by the method of least 
squares. 

2 Evaluation of State Quantities by Monte Carlo 
Simulations 

2.1 State Quantities. There are a number of previous ex
perimental studies of the state quantities of argon (Streett and 
Staveley, 1969; Crawford and Daniels, 1969; Morris and Wylie, 
1980; Ten Seldam and Biswas, 1991). However, those data 
were obtained at temperatures below the ambient temperature, 
so measurements over a wide range of temperatures are de
sirable for fully evaluating the Rankine-Hugoniot relations. 
In computer simulations, Lennard-Jones fluids are widely used 
and it is pointed out that they are satisfactory approximate 
model systems for liquid argon (McDonald and Singer, 1969). 
Hence we deal with Lennard-Jones liquids in the present study. 

In Monte Carlo (MC) methods, state quantities such as pres
sures and internal energies are obtained by taking the ensemble 
average of the corresponding quantities at the microscopic level 
(Allen and Tildesley, 1987). We briefly summarize the ensem
ble-averaged forms of thermodynamic quantities of interest. 

Consider the canonical ensemble with a number of mole
cules, N, temperature, T, and volume, V. If the internal virial 
of the system is denoted by CW, the pressure, p, is written in 
the following form from the virial theorem: 

p = nKT+CW)/V, (1) 

in which n is the number density of molecules, kis Boltzmann's 
constant, < * > means the ensemble average, and V? is as follows: 
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V?--
/ y'OO 

W(/-y)=/-y 
rf"(^i/) 

where /•„• is the distance between molecules 

(2) 

(3) 

and j , and v is 
the Lennard-Jones 12-6 potential written as 

v{ru)=4e{{o/ru)
l2-(o/ru)

6). (4) 

In the above equation, e and a are constants and, for argon, 
e/*= 119.8 [K] andff=3.405xl(T 1 0 [m] . 

The internal energy per unit mass, e, is obtained by taking 
the ensemble average of the sum of the potential and kinetic 
energies of the system. Namely, 

3kT 1 
e = — - + — - <V>, 

2m mN 
(5) 

in which m is the mass of molecules and V is as follows: 

The sound velocity, a, is defined in terms of the adiabatic 
compressibility, ft, and the density, p , as 

1/2 

a = l ^ f - | = l — I • (7) 
1_ 

Oft 

ft is related to the isothermal compressibility, /3T, from the 
Maxwell relations: 

1 T 
5 = l / ( ^ - + 7u (8) 

where c„ is the constant-volume specific heat and y„ is the 
thermal pressure coefficient (yv = (dp/dT)v). The quantities c„, 
7„, and /3 rare related to the fluctuations of the potential energy, 
the internal virial, etc.: 

3k 1 
C" 2m + kT'Nm 

< (<5V)2> 

yu = nk + 
1 

VkT 
<SWW> 

(9) 

(10) 

0T= V/{NkT+ <<W> - <(5«Wr>/(£7) + <*>) (11) 

The unspecified symbols in the above equations are as follows: 

*4si> dw(rv) 

dr„ i JO!) 

<{SV)2) = (V2)-{(,V)f 

<(6'W)2> = < W 2 > - « C W » 2 

<5WW> = (VW> - (•VX'W) 

(12) 

(13) 

(14) 

(15) 

2.2 Nondimensional Forms. For Lennard-Jones systems, 
it is very convenient for each quantity to be normalized by 
representative values made up of e, a, and m. So the following 
representative values are used: the length is a, 'the temperature 
is e/k, the number density is 1/a3, the density is tn/cr', the 
pressure is e/a3, the energy is e, the velocity is (e/m)W2, the 
specific heat is k/m, the compressibility is a3/e, etc. From this 
point on, the normalized quantities are described by the su
perscript *. The above-mentioned equations are written in the 
nondimensional forms: 

p*=n*T*+— <W*> 

1 
1/2 

where 

i JOi) 

v*{ri*)=A{l/ri;
n-\/ri;

6} 

w*(ri;)=24{-2/ri;
lz+l/ri; 

( 1 T 

&7+c77y: 

y„*=n*+j^<8V*5V?*> 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

0T* = l/[n*[T* + <V?*)/N 

-<(5 t W*) 2 >/ (AfT*)+<^*>/7V)] . (26) 

2.3 Some Techniques for Simulations. The MC algo
rithm we use here is the ordinary Metropolis algorithm. This 
algorithm is explained in detail in many books (for example, 
Allen and Tildesley, 1987), so we do not describe it here. 

Since the Lennard-Jones potential is a short-range potential, 
a cut-off radius, rc, is usually used; the interactions between 
molecules are neglected at center-to-center distance greater 
than the cut-off radius. The present paper also adopts this cut
off radius. If a sufficiently large value of rc cannot be taken 
in simulations, the computed values such as pressures and 
energies have to be corrected. Consider the potential energy, 
for example. The potential energy, 

N o m e n c l a t u r e 

a = sound velocity 
c„ = constant-volume specific heat 
e = internal energy per unit mass 
k = Boltzmann's constant 

m = mass of molecule 
M = Mach number 

n = number density of molecules 
iV = number of molecules 
p = pressure 
rc = cut-off radius for computation 
ry = distance between molecules / and j 
T = temperature 
u = velocity 
v = Lennard-Jones potential 

V 
V 

w 
ft 
PT 
7v 

e, a 
P 

<> 

= 
= 
= 
= 
= 
= 
= 
= 
= 

volume of system 
potential energy 
internal virial 
adiabatic compressibility 
isothermal compressibility 
thermal pressure coefficient 
constants of Lennard-Jones potential 
density 
ensemble average 

Subscripts 
* = nondimensional quantity 
1 = upstream quantity 
2 = downstream quantity 
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the first 1000 MC steps are eliminated because of the need to 
remove the influence of initial condition. 

Table 1 shows the influence of the number of molecules, TV, 
and the cut-off radius, /•*, on the state quantities for p* = 1.0 
and T* = 5.0. For the case of N= 500, the values of r*c do not 
have significant effect on the pressures, energies, and sound 
velocities; the errors in {p*, e*, a*) from the data for r*c= 3.5 
are at most (0.16, 0.17, 0.23 percent). The pressures and the 
energies for N= 500 agree with those for N= 256 within sta
tistical errors; the errors in (p*, e*, a*) from the data for 
N=500 and r*c = 3.5 are (0.12, 0.18, 0.61 percent). These fea
tures are also obtained for p* =0.7 and T* = 1.2. It is expected 
from the above considerations that the results for /V= 500 and 
r*c= 3.5 have a sufficient accuracy, so the following results are 
all obtained under these conditions. 

Table 2 shows the results of the state quantities for various 
sets of p* and T*. Numerical accuracy is also indicated for 
typical cases; the errors in (p*, e*, a*) and (c%, y*v, I3*T) are 
obtained by comparing the average values over 9000 MC steps 
with those over (8000, 7000, 6000, 5000) and (8000, 7000) MC 
steps, respectively. The comparison between the present and 
Ree's results (Ree, 1980) is shown in Table 3; Ree's expressions 
are the least-squares curves of simulation data for 
0.05 <p*<0.96 and 0.76<7'*<2.698. It is seen that Ree's 
values are slightly different from the present data in the region 
of small densities. 

Figure 1 shows the computer-simulation points on the phase 
diagram of Lennard-Jones fluids. The solid line is the trajec
tory of Rankine-Hugoniot relations which are described in the 
following sections. The simulation points scatter around this 
curve, so there is no inconsistency in using the least-squares 
curves of the computed data to evaluate the Rankine-Hugoniot 
relations. 

Finally, we show the approximate expressions of the state 
quantities by the least-squares methods. The results obtained 
by the present simulations are approximated in the following 
forms (Ree, 1980): 

4 

p* =n*T*11 + Y, Bix
i + Bwx10 

i = i 

5 5 

- 2 iQx'/T* 1/2+J] DixVT* J (31) 
/ = i / = i 

Table 2 Results of state quantities by Monte Carlo simulations. Numerical accuracy: (a): 
(0.8, 0.04, 1.2, 0.1, 0.3, 4.8) percent for (p*, e*, a*, c„*, y,*, 0r*); (b): (1.2, 0.09, 2.3, 1.3, 2.7, 
8.8); (c): (0.3, 0.05,1.2, 0.2, 0.08, 2.0); (d): (0.3, 0.1, 0.8, 1.2, 3.1, 7.6); (e): (0.1, 0.3, 0.4, 1.2, 2.7, 
3.4); (/): (0.07, 0.1, 0.7, 0.3, 0.5, 0.5); (g): (0.04, 0.04, 0.2, 0.4, 1.1, 1.0); (h): (0.1, 0.08, 0.05, 0.3, 
0.8, 0.6); (/): (0.04, 0.03, 0.06, 0.1, 0.2, 0.1). 

p* 

0 . 6 5 
W 0 . 6 5 

0 . 6 5 
0 . 7 

W 0 . 7 
0 . 7 
0 . 7 5 

<c> 0 . 7 5 
0 . 7 5 
0 . 8 

W 0 . 8 
0 . 8 

f«i ° ' 9 

<e> 0 . 9 
0 . 9 

m 1 - ° W 1.0 
1 .0 

«i : i 
i . i 

~> 1-2 
<"> 1.2 

1 .2 

1 .3 

T* 

1 .2 
1 .3 
1.4 
1 .2 
1 . 3 
1 .4 
1 .2 
1 .4 
1 .7 
1.4 
1 .7 
2 . 0 
2 . 0 
2 . 5 
3 . 0 
3 . 0 
5 . 0 
7 . 0 
4 . 0 
8 . 0 

1 3 . 0 
8 . 0 

2 0 . 0 
4 0 . 0 
2 0 . 0 
5 0 . 0 
9 0 . 0 

* 
P 

0 . 3 3 1 0 
0 . 5 8 8 3 
0 . 8 4 9 7 
0 . 6 5 6 4 
0 . 9 7 3 4 
1 . 2 8 3 8 
1 . 1 9 2 9 
1 . 9 2 8 8 
2 . 9 8 5 3 
2 . 8 3 8 4 
4 . 1 1 4 0 
5 . 2 8 7 4 
9 . 0 8 6 8 

1 1 . 5 9 0 
1 3 . 9 6 5 
2 1 . 5 5 3 
3 2 . 2 4 7 
4 1 . 5 0 0 
3 9 . 5 5 4 
6 3 . 3 8 6 
8 7 . 8 7 3 
8 6 . 7 3 1 

1 5 2 . 8 3 
2 4 0 . 2 2 
1 9 7 . 6 0 
3 4 7 . 5 0 
5 1 1 . 7 1 

* 
e 

- 2 . 6 3 4 8 
- 2 . 4 2 9 9 
- 2 . 2 2 7 0 
- 2 . 9 6 0 9 
- 2 . 7 4 6 7 
- 2 . 5 3 8 7 
- 3 . 2 6 9 9 
- 2 . 8 3 2 3 
- 2 . 1 8 4 4 
- 3 . 1 0 0 7 
- 2 . 4 1 7 0 
- 1 . 7 5 3 6 
- 2 . 0 2 9 9 
- 0 . 8 3 6 9 

0 . 3 3 2 8 
0 . 5 3 9 9 
5 . 3 3 7 7 
9 . 8 6 9 8 
3 . 7 4 8 8 

1 3 . 5 4 2 
2 4 . 8 3 6 
1 5 . 5 9 6 
4 3 . 2 4 8 
8 5 . 3 5 7 
4 7 . 6 0 5 

1 1 2 . 3 5 
1 9 2 . 6 4 

* 
a 

3 . 7 3 1 
4 . 1 7 3 
4 . 2 9 2 
4 . 4 8 7 
4 . 6 4 2 
4 . 8 4 8 
5 . 2 3 9 
5 . 6 2 8 
5 . 9 5 0 
6 . 2 7 8 
6 . 6 6 2 
7 . 0 4 7 
8 . 6 1 6 
9 . 2 7 7 
9 . 7 4 2 

1 1 . 5 4 
1 3 . 0 6 
1 4 . 2 5 
1 4 . 4 2 
1 6 . 8 2 
1 8 . 8 5 
1 9 . 1 0 
2 3 . 3 0 
2 7 . 6 7 
2 6 . 0 1 
3 2 . 2 1 
3 7 . 5 3 

* 
c v 

2 . 0 7 5 
2 . 0 1 5 
2 . 0 0 3 
2 . 1 2 7 
2 . 1 2 3 
2 . 0 9 7 
2 . 2 2 1 
2 . 1 5 9 
2 . 1 4 3 
2 . 2 9 5 
2 . 3 1 3 
2 . 2 3 9 
2 . 4 9 5 
2 . 3 2 9 
2 . 3 0 5 
2 . 5 0 7 
2 . 3 4 0 
2 . 2 0 2 
2 . 5 1 4 
2 . 3 1 4 
2 . 1 9 7 
2 . 4 5 8 
2 . 2 0 9 
2 . 0 6 3 
2 . 2 6 8 
2 . 0 6 4 
1 . 9 6 5 

Y * ' v 

2 . 7 1 4 
2 . 4 5 1 
2 . 4 3 2 
3 . 1 4 3 
3 . 1 6 7 
3 . 0 7 6 
3 . 7 8 9 
3 . 5 0 2 
3 . 4 2 3 
4 . 3 3 4 
4 . 3 3 4 
3 . 9 7 8 
5 . 5 7 7 
4 . 7 1 3 
4 . 5 4 9 
5 . 9 4 5 
5 . 0 0 2 
4 . 2 9 4 
6 . 3 7 9 
5 . 2 1 1 
4 . 5 5 7 
6 . 3 7 9 
4 . 9 5 9 
4 . 1 1 9 
5 . 6 6 5 
4 . 4 3 8 
3 . 8 5 5 

PT* 
0 . 4 6 7 7 
0 . 1 8 6 7 
0 . 1 7 8 1 
0 . 1 6 3 0 
0 . 1 5 8 5 
0 . 1 3 4 6 
0 . 0 9 7 6 7 
0 . 0 7 6 0 6 
0 . 0 7 0 6 6 
0 . 0 5 8 1 4 
0 . 0 5 4 8 1 
0 . 0 4 5 3 4 
0 . 0 2 5 5 7 
0 . 0 1 9 6 2 
0 . 0 1 8 0 3 
0 . 0 1 0 9 9 
0 . 0 0 8 5 5 0 
0 . 0 0 6 9 1 9 
0 . 0 0 5 8 9 1 
0 . 0 0 4 4 3 2 
0 . 0 0 3 5 8 2 
0 . 0 0 3 0 5 3 
0 . 0 0 2 1 4 7 
0 . 0 0 1 5 5 2 
0 . 0 0 1 5 1 1 
0 . 0 0 1 0 1 9 
0 . 0 0 0 7 6 4 8 

(V >, is obtained as the sum of the computed value from 
simulations with cut-off radius, (Vc*), and correction term, 
<^LRC*>> The correction term, <VLRC*>, is analytically ob
tainable using the potential energy expressed in terms of the 
radial distribution function, g(r*). By regarding g(r*) as unity 
at distance over r*c, we get 

<'VLRC*> : --2irn*N\ tv*(r*)r*2dr* 

= 8 ™ N j ^ - — r 3 \ . (27) 

Similarly, 

J <Jrr 

= 1 6 7 r « i V j ^ - ^ 3 } . (28) 

2irn*N f" *dw*(r*) 

= 32-*A^-_l_] . (29) 

We make such corrections in the present work. Finally, it is 
noted that the fluctuations have the following relations: 

<CVc* + <-VLRC*»2> -«^c*> + <VLRC>*)2 

= (Vc*2)-((Vc*))2. (30) 
The fluctuations of the other quantities have similar relations. 

2.4 Results. All simulations have been carried out up to 
10,000 MC steps. The statistical averages of state quantities 
have been taken during 1000-10000 MC steps; the data of 

Table 1 Influence of number of molecules, N, and cut-off radius, rc, on 
state quantities 

p * = 1 . 0 , T=5 .0 

500 
500 
500 
500 
256 

* r c 

3 . 5 
3 .0 
2 . 5 
2 . 0 
3 .0 

P 

3 2 . 2 4 7 
3 2 . 2 3 0 
3 2 . 1 9 5 
3 2 . 2 1 3 
3 2 . 2 0 9 

e 

5 .3377 
5 .3322 
5 .3287 
5 .3296 
5 .3282 

a 

13 .06 
13 .08 
13 .09 
13 .08 
13 .14 

c v 

2 .340 
2 .312 
2 .304 
2 .306 
2 .275 

,, * 
Yv 

5.002 
4 .877 
4 .830 
4 .851 
4 .689 

PT* 
0 .008550 
0 .008358 
0 .008279 
0 .008332 
0 . 0 0 8 0 4 8 
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Table 3 Comparison between the present results and Ree's data 

p* 

0.65 

0.7 

0.75 

0.8 

0.9 

1.0 

1.1 

1.2 

1.3 

T* 

1.3 

1.3 

• 1.4 

1.7 

2.5 

5.0 

8.0 

20.0 

50.0 

(a) P 
(c) d 

(a) 
(b) 
(c) 

(a) 
(b) 
(o) 

(a) 
(b) 
(c) 

(a) 
(b) 
(c) 

(a) 
(b) 
(o) 

(a) 
(b) 
(o) 

(a) 
(b) 
(c) 

(a) 
(b) 
(o) 

(a) 
(b) 
(c) 

resent, (b) Ree's exp 
iscrepancies (%) 

* 
P 

0.5883 
0.5591 
5.0 

0.9734 
0.9605 

1.3 

1.9288 
1.9411 
0.6 

4.1140 
4.1536 

1.0 

11.590 
11.738 

1.3 

32.247 
32.536 
0.9 

63.386 
63.907 
0.8 

152.83 
154.08 
0.8 

347.50 
349.53 
0.6 

* e 

-2.4299 
-2.3794 

2.1 

-2.7467 
-2.7170 

1.1 

-2.8323 
-2.8195 

0.5 

-2.4170 
-2.4232 

0.3 

-0.8369 
-0.8544 

2.1 

5.3377 
5.3154 
0.4 

13.542 
13.545 
0.02 

43.248 
43.355 
0.2 

112.35 
112.56 
0.2 

ression, 

* 
a 

4.173 
4.203 
0.7 

4.642 
4.824 
3.9 

5.628 
5.654 
0.5 

6.662 
6.803 
2.1 

9.277 
9.321 
0.5 

13.06 
13.12 
0.5 

16.82 
16.85 
0.2 

23.30 
23.46 
0.7 

32.21 
32.30 
0.3 

^=n^2T*'+*r*10-_L 2 ^ 4 4 " T*i,2^\4 + 2)C^ 

^E(H)A*'S (32) 

a*2 = KT*\\ + YiBix
i + Bmxw 

I 1=1 

- 2 iQx'/r W2 + 2 D,x>/r j (33) 

where /cis the specific heat ratio and x = n*{\/T*)i"'. The con
stants of each expression which are obtained by the method 
of least squares are shown in Table 4; the constants for Ree's 
approximate expressions are also included in column {d). The 
approximate expressions ofp*, e*, and a*2 have the following 
errors in the worst case from the computed values: about 0.6 
percent for/?*, about 0.4 percent for e*, and about 2.6 percent 
for a*2. The approximate expression for a*2 is somewhat in
ferior to the others in accuracy. However, since the average 
of the errors is about 0.5 percent, so the expression for a*2 

seems to have a sufficient accuracy. 

3 Rankine-Hugoniot Relations 

3.1 Basic Equations. For steady normal shock waves, the 
relations between the upstream and downstream state quan
tities are given from the conservation laws of mass, momen
tum, and energy for both gases and liquids: that is, 

(34) 

(35) 

(36) 

piui=p2u2 

pi+plu
2=p2 + p2u

2 

u2/2 +p\/p\ + ei = u2/2+p2/p2 + e2, 

where u is the velocity and subscripts 1 and 2 represent the 
upstream and downstream quantities, respectively. 

Eliminating u2 from Eqs. (35) and (36) leads to 

100. 

50 

1 0 . 

- i . . . 1 . . 1 • 1 r-

Rankine-Hugoniot trajectory 

O Computer-simulation points 

o / o Liquid and 

solid 

1.5 

Fig. 1 Rankine-Hugoniot trajectory and computer-simulation points on 
phase diagram 

1 2 ,Pl , ( P l + P l " l ) 2 

u\ + — + ex=-
2 p} 

-p\ 
2p\u\ + e2. (38) 

(Pi"i) =Pi(P\-Pi + P\U\) (37) 

Since the pressure, p, and the internal energy, e, are expressed 
as functions of p and T in the preceding section, so the pre
scription of U\, p\, and Tx enables us to evaluate p2 and T2 

from Eqs. (37) and (38). However, these equations are the 
simultaneous nonlinear equations, so we cannot solve them 
analytically. We show the numerical procedure of solving these 
equations in the following section. 

3.2 Nondimensional Forms. The above equations are 
normalized using the representative values shown in Section 
2.2, but we do not show the normalized forms here since the 
transformation is straightforward. 

3.3 Numerical Methods. The method of successive ap
proximation is usually used to numerically solve simultaneous 
nonlinear equations such as Eqs. (37) and (38). However, 
whether or not this method gives converged solutions depends 
on the computational algorithm employed, so we adopt here 
a different numerical method which uses quasi-random num
bers and has no divergence problems. In addition, it is known 
that, in numerically solving a multiple integral, the method of 
using quasi-random numbers is much more efficient than the 
application of Simpson's rule to a multiple integral. The 
present method applies this idea to the solution of simultaneous 
nonlinear equations. 

First, we select a sufficiently large area which seems to in
clude the solutions. Second, that area is randomly scanned 
using quasi-random number (about 500 points in the present 
study) and we select some points (about 20 points here) which 
give smaller values of the sum of the absolute residuals of Eqs. 
(37) and (38). Then a new area which includes all these selected 
points is defined and the same procedure is repeated until the 
area becomes sufficiently small, i.e., the solution is obtained. 
Making such a computational program is straightforward and 
there are no problems of divergence, so the present method 
may be a powerful tool for numerically solving more compli
cated simultaneous nonlinear equations. 

3.4 Results. Figures 2 to 5 show the Rankine-Hugoniot 
relations for the upstream condition of p\ = 0.7 and T\ = 1.2 
which corresponds to a liquid state of Lennard-Jones fluids. 
These results are also compared with those of an ideal gas and 
the data obtained using the Ree's expressions. The Rankine-
Hugoniot trajectory is shown in Fig. 1 for reference. 
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Table 4 Values of constants of approximate expressions by the method 
of least squares 

(a) 
(b) 
(c) 
(d) 

(a) 
(b) 
(c) 
(d) 

(a) 
(b) 
(c) 
(d) 

Bl 

-24.025282 
-39.08913 
-850.4346 

3.629 

CI 

(a) pressure, (b) energy, ( 
(d) Ree's expression 

B2 B3 

160.84006 -282.7695 
303.4584 -644.1632 
5311.687 -10792.56 

7.2641 10.4924 

C2 

-530.44913 1711.6430 
-0.2368550 248.9286 

-10174.78 37128.30 
5.3692 6.5797 

Dl 

-1009.9691 
266.5399 

-7258,985 
-3.4921 

D2 

6245.3103 
-2428.503 
57814.16 

18.6980 

C3 

-2718.598 
-843.5492 

-65907.18 
6.1745 

D3 

-14488.87 
6245.577 

-163182.0 
-35.5049 

c) square of sound velocity, 

B4 

204.5767 
482.2779 
7417.475 

11.459 

C4 

2183.567 
1059.927 
57283.08 

-4.2685 

D4 

14965.43 
-6311.624 
196804.0 

31.8151 

B10 

-52.42708 
-138.0567 
-1862.315 

2.17619 

C5 

-703.4653 
-457.2865 

-19554.85 
1.6841 

D5 

-5805.797 
2205.504 
86430.69 
-11.1953 
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Fig. 3 Dependence of pressure ratio on shock Mach number 

Figure 2 shows the dependence of the density ratio on the 
shock Mach number. It is reasonable that the increase in density 

Fig. 5 Relation between shock Mach number and Mach number behind 
shock front 

Figure 3 shows the dependence of the pressure ratio on the 
for liquids is not so large as that for gases, since the initial shock Mach number. As expected, the increase in pressure for 
state is a liquid and the molecules are packed closer compared the liquid is much greater than that for gases. Equation (1) 
with a gaseous state. indicates that the pressure is made up of the kinetic energy 
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term and the term deriving from interactions between mole
cules. It is seen from Figs. 3 and 4 that the interaction term 
is a dominating factor for such large increase in pressure for 
liquid state. 

Figure 4 shows the dependence of the temperature ratio on 
the shock Mach number. Under the compression process at 
the shock front, the kinetic energy of the upstream molecules, 
which have a large mean velocity, is distributed to the thermal 
velocities to a considerable degree, which leads to a large in
crease in temperature compared with gases. 

Finally, the relation between the upstream and downstream 
Mach numbers is shown in Fig. 5 for reference. The asymptotic 
value of the liquid shock wave does not agree with that of the 
gas. 

4 Conclusions 
Monte Carlo simulations have been carried out to evaluate 

the state quantities of Lennard-Jones liquids. Then the Ran-
kine-Hugoniot relations were clarified using the least-squares 
curves of those results by the simulations. As expected, the 
increase in pressure for liquid shock waves is much greater 
than that for an ideal gas. The clarification of the Rankine-
Hugoniot relations enables us to conduct more efficient mo
lecular dynamics simulations such as simulating shock fronts 
alone. 
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Structure of the Mean Velocity 
and Turbulence in Premixed 
Axisymmetric Acetylene Flames 
Laser-Doppler measurements of axial mean velocities and the corresponding rms 
values of turbulent velocity fluctuations are reported for premixed, axisymmetric, 
acetylene flames together with the probability density distributions of the turbulent 
velocity fluctuations. All this information provides an insight into the structure of 
the flow field. Characteristic zones of the flow field are defined that show common 
features for all acetylene flames studied by the authors. These features are discussed 
in the paper and are suggested to characterize, in general, interesting parts of the 
flames. 

1 Introduction 
Premixed acetylene flames are widely used in industrial proc

esses such as welding and metal cutting. This has motivated 
several experimental studies of such flames (Gaydon and 
Wolfhard, 1960; Fristom and Westenberg, 1965; Oka et al., 
1986; Stefanovic et al., 1986) providing both mean velocity 
and temperature profiles together with photographic records 
of the overall flame structure. Most experimental investigations 
have been performed with industrial burners using laser-Dpp-
pler anemometry for velocity measurements, with the aim to 
improve the design of the investigated burners for noise re
duction and increased combustion efficiency. Another impor
tant aim of most of the studies was the optimization of the 
flame shape and the control of the flame temperature. 

However, there is an evident lack of measurements of the 
turbulent flow structure in these flames (Kleine, 1974; Moreau, 
1980), compared to the large body of data for isothermal jets 
and mixing layers (Brown and Roshko, 1974; Winant and 
Browand, 1974; Hussain and Hussain, 1979), and premixed 
methane and propane flames. Most of our present knowledge 
on the structure of premixed flames was obtained from meas
urements carried out in premixed propane or methane flames. 
Many specific characteristics known of premixed flames re
sulted from such flames yielding information on the wrinkled 
flame front structure, length and time scales and the propa
gation velocity of wrinkles (Yoshida, 1981; Yoshida and Tsuji, 
1982). Furthermore, the influence of the volume expansion on 
turbulence was found from research on methane and propane 
flames (Pope and Anand, 1982), the gas acceleration in the 
flame front (Yoshida and Tsuji, 1984), the bimodal velocity 
pdfof "burned" and "unburned" gas (Shepherd et al., 1982), 
the interaction of turbulence and combustion (Bray, 1978), 
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and the effect of buoyancy (Jung et al., 1982). The necessity 
to employ conditional velocity sampling was introduced by 
Cheng et al. (1984) to further deepen our insight into premixed 
flames. 

In spite of the above-mentioned studies, the available knowl
edge of premixed, axisymmetric acetylene flames for simple 
burner configurations such as well shaped nozzles and simple 
pipes is very limited. These flames are of interest in under
standing the interactions of the flame structure with the flow 
field and this may provide the basis for a generalized treatment 
of the combustion processes, taking place in the flame. Details 
of such flames can be used subsequently in treating complex 
burner configurations as employed in industry. 

Looking at the ways combustion processes are treated nu
merically, it is likely that treatments based on finite volume 
formulations, that include solutions of transport equations for 
the thermal energy and chemical species, will be most successful 
for acetylene flames. Such formulations are available for lam
inar and turbulent flows (Jones, 1980), but have so far only 
been employed for laminar and turbulent combusting flows 
with simpler combustion processes than those encountered in 
acetylene flames. To help to extent computations in premixed 
turbulent acetylene flames, the present study includes nozzle 
and pipe outlets yielding different flame structures. Both the 
mean flow field components and their correspondent turbu
lence statistics are measured using laser-Doppler anemometry. 
The flame characterizing zones are deduced from the meas
urements that allow the structure of the different acetylene 
flames to be described in a somewhat uniform manner. These 
structures are confirmed from photographic studies of the 
flames. 

Section 2 of the paper describes the experimental setup em
ployed. Section 3 presents mean velocity and turbulence in
tensity profiles along the flame axis, together with velocity 
histograms providing the basis for the description of the spe
cific flow field characteristics. Conclusions and final remarks 
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Fig. 1 Schematic picture of the experimental apparatus 

in Section 4 reveal the division of the premixed acetylene flame 
flow field in four characteristic zones. 

2 Experimental Equipment and Flow Conditions 

The experimental equipment employed is sketched in Fig. 
1. The main parts of the equipment were the burner and the 
mixing chamber. The entire burner assembly was mounted on 
a traversing table. Compressed air was supplied from an air 
compressor and mixed in a mixing chamber with the acetylene 
gas obtained from a gas bottle. In addition, the supply line 
also allowed the air to be supplied to a main particle seeder. 
Various metering devices were available to adjust different gas 
and air flow conditions. In all of the studies reported here, 
particles for the LDA-measurements were added after the mix
ing chamber to the premixed acetylene/air mixture. A separate 

air line and particle seeder were available for additional particle 
seeding to the surrounding air. Details of the various com
ponents of the entire test rig can be taken from Fig. 1, and 
even more detailed data on the apparatus and its employment 
to carry out flow studies can be found in the thesis of Matovic 
(1988). 

Two different burner geometries were employed: 

(1) burner No. 1 with a large diameter prechamber with a 
nozzle at the exit providing a contraction ratio of 20:1. 
The exit nozzle diameter was 6 mm. 

(2) burner No. 2 consisting of a long, constant diameter 
pipe. The length of this "burner pipe" was 100 D, and 
the exit (tube) diameter was also 6 mm. 

At the exit of the burner No. 1 (with nozzle), a nearly con
stant velocity across most part of the nozzle mouth (about 80 

Nomenclature 

Cu= (Um/Um,0) (x/D) = coefficient of the mean velocity 
drop along the jet axis (used 
also for region IV in flames) 

D = nozzle diameter 
df/2 = width of the flame front at the 

half of the flame front region 
length 

Df/2 = width of the outside boundary 
of the flame at the half of the 
flame front region length 

Df - width of the outside boundary 
of the flame at the top of the 
flame front 

hfi = inner length of the flame front 
in the shape of "brush" (for 
burner No. 2) 

hfi(h\) = outside length of the flame 
front in the shape of "brush" 
(for burner No. 2) 

hf(hy) = length of the flame front in 
the shape of cone (for burner 
No. 1) 

hn = boundary between region II and 
III in the flame 

Li-L5 

m=\/Cu 

n = Qac/Qa 
Qac 

^av,o=Uav,oD/v 

Qa 
U, V 

u = 

U„, 

Um 

Um 

X = 

y = 

x = 

boundary between region III 
and IV in the flame 
characteristic lengths in flame 
flame spreading coefficient 
mass flow rates ratio 
acetylene volume flow rate 
mean exit Reynolds number 
air volume flow rate 
instantaneous velocities along 
the x and y direction 
turbulence intensity along the x 
direction 
averaged mean exit velocity (at 
the exit of the burner) 
maximum exit mean velocity (at 
the exit of the burner) 
maximum mean velocity in the 
cross section (on the flame axis) 
coordinate along the flame axis 
coordinate perpendicular to the 
flame axis 
fuel coefficient, acetylene/air 
ratio (= 1.0 for stoichiometric 
conditions) 
kinematic viscosity 
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Table 1 The main flow parameters of the investigated flames 

Lab. 

FL1 
FL2 
FL3 
FL4 
FL5 
FL6 
FL7 
FL8 
FL9 

Burner 
type 

No. 1 
No. 1 
No. 1 
No. 2 
No. 2 
No. 2 
No. 2 
No. 2 
No. 2 

um 
m/s 

10.57 
10.46 
10.58 
10.62 
10.69 
10.74 
15.00 
14.86 
14.78 

^m,o 
m/s 

11.15 
11.04 
11.16 
14.65 
14.76 
14.82 
18.66 
18.49 
18.39 

(u'/U,„)0 

0.031 
0.025 
0.031 
0.051 
0.053 
0.051 
0.057 
0.066 
0.064 

X 

0.8 
1.0 
1.2 
0.8 
1.0 
1.2 
0.8 
1.0 
1.2 

Qa 
dmVs 

0.3250 
0.3167 
0.3155 
0.3265 
0.3236 
0.3202 
0.4612 
0.4500 
0.4407 

Qac 
dmVs 

0.0217 
0.0264 
0.0315 
0.0218 
0.0269 
0.0320 
.0.0307 
0.0375 
0.0441 

n 

1 
1 
1 
1 
1 
1 
1 
1 
1 

15 
12 
10 
15 
12 
10 
15 
12 
10 

Re 

4060 
4020 
4063 
4068 
4124 
4154 
5760 
5786 
5675 
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Fig. 2 Mean velocity and turbulence intensity at the exit of the burners 
used in experiments (burner No. 1 —FL,, burner No. 2—FL4) 

percent of the exit cross section) was obtained. In this region, 
the turbulence intensity was about 3 percent. At the nozzle 
wall, a turbulent boundary layer was formed with a maximum 
turbulence intensity of about 8 percent. 

At the exit of the burner No. 2 (long tube), fully developed 
turbulent velocity profiles were formed with maximum tur
bulence intensity near the wall of about 14 and 5 percent at 
the centerline. The velocity and turbulence intensity profiles 
at the exit cross section of the two burners used (No. 1 and 
No. 2) are shown in Fig. 2 for the flames FL1 and FL4 (see 
Table 1). For these two different exit flow conditions of the 
acetylene/air mixture, quite different shapes of the flame fronts 
were obtained: 

• for burner No. 1, a sharp, bright cone, with a sharp edge 
and sharp tip was photographically recorded, 

• for burner No. 2, a nearly cylindrical "flame brush," 
with a wide turbulent top was photographically recorded. 

Using these two types of burners, various initial measure
ments of the isothermal jet flow were performed by the authors 
in order to check if the flow behaved according to results 
available in the literature (Hinze and Zijnen, 1949; Rajaratram, 
1976). Throughout these preliminary measurements, the flow 
seeding was also adjusted to yield sufficient particles to carry 
out laser-Doppler measurements. Al203-particles of 2 /xrn mean 
diameter were introduced into the flow. For seeding the main 
flow, the particle seeder shown in Fig. 1 was used. In order 
to provide a sufficient particle concentration in the entrained 
surrounding air, an additional air supply and an additional 
particle seeder were used. Additional particles were seeded 
through the small diameter tube with inside diameter 1 mm 
and with an exit air velocity 0.1 m/s, positioned outside, but 
near the exit of the burner in the same plane where the velocity 
profiles were measured along the flame. This velocity was 
considered small in comparison to the exit velocities, so that 
its influence on the flames could be considered to be negligible. 
By using 2 /tm diameter particles and by supplying enough 
particles both in the acetylene/air mixture and in the sur
rounding air, mean velocities in most part of the flame cross 
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Fig. 3 Schematic picture of the premixed axisymmetric flame flow field 

section were measured with an estimated error of ~ 1 percent 
and at the flame periphery with an accuracy of ~5 percent. 

Velocity measurements were carried out with a one com
ponent laser-Doppler system, consisting of a 15 mW helium-
neon laser, a conventional transmission optics, including a 
beam splitter and a double Bragg cell. Instantaneous velocities 
in the axial and radial directions were measured at the same 
point by rotating the LDA-optics by 90 deg. The two parallel 
beams leaving the Bragg cells were focused by the front lens 
of the transmission optics yielding the measuring point at the 
focal distance of 250 mm. Forward scattering was used, with 
a receiving lens of 150 mm focal length, and a photomultiplier 
with a pin hole with 0.3 mm in diameter. An angle of 27 deg 
was chosen between the axis of the transmission optics and 
the axis of the receiver optics. With this optical arrangement, 
a measuring control volume of 150 /tm in diameter and 390 
um in length was produced. The fringe spacing was measured 
to be 7.8 fitn. All measurements were carried out with a fre
quency shift of 5 MHz showing a long time stability of 10~7 

Hz. The control volume was positioned in the axial direction 
with an accuracy of 0.5 mm for x/D > 10 and with 0.2 mm 
for x/D < 10. The positioning in the radial direction was with 
an accuracy of 0.2 mm. 

Signals from the photomultiplier were filtered using a band 
pass filter with a range of 2 to 20 MHz, and were digitized by 
a transient recorder with a maximum of 1024 point memory 
and a maximum sampling rate of 10 ns per point. The digitized 
signals were transmitted to an HP 1000 computer where the 
signal frequency was computed using a software package de
veloped by Matovic and Tropea (1989). At each measuring 
point, 1000 instantaneous velocity samples were recorded and 
were employed to compute the local mean velocity and the 
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local turbulence intensity, as well as the corresponding third 
and fourth order statistical moments. The data were also be 
processed to yield probability density distributions of the in
stantaneous velocity fluctuations. 

Nine different flames were studied in detail. With burner 
No. 1, i.e., with the flat velocity distribution at the exit of the 
nozzle and with a turbulent boundary layer at the nozzle wall, 
three different acetylene/air ratios for an average exit velocities 
of about 10.5 m/s were studied. In addition, with burner No. 
2, i.e., with the fully developed turbulent flow at the exit of 
the burner, six flames were studied using two different average 
exit mean velocities (10.5 m/s and 14.5 m/s) and three acet
ylene/air ratios. The main parameters of the flames studied 
are shown in Table 1. 

Additional measurements were performed with burner No. 
1 but with the exit velocity Um<0 =18.5 m/s, in order to make 
comparisons with the results obtained for flames FL7, FL8, 
and FL9. 

The average nozzle exit velocity, Um, calculated using the 
integral of the mean velocity exit profile and taking the sym
metry of the profile into account, was compared for all meas
urements with the values obtained from the flow rate 
measurements using rotameters. The agreement of this com
parison was ±0.75 percent. The air flow rate was measured 
with an accuracy of ± 1 percent, acetylene flow rate with an 
accuracy of ±0.5 percent. 

3 Experimental Results 
The experimental equipment and the LDA-System described 

in Section 2 was employed to yield detailed velocity measure
ments and from these, characteristic features of the flow field 

were deduced, Matovic (1988). These revealed that the flow 
field in acetylene flames can be divided in four characteristic 
regions, as sketched in Fig. 3. 

The mentioned characteristic regions of the flame show the 
following features: 

Region I: This region extends from the burner exit to the 
top of the flame front. This region is characterized by intensive 
combustion. 

Region II: Region I is followed by a flame region of con
stant width with very little change in the axial mean velocity. 
In this flow region a very small amount of surrounding air 
seems to be introduced into the flame flow field. 

Region III: This might be called the jet developing region 
where an increased entrainment of surrounding air starts after 
the constant flame width region (Region II), yielding a flow 
field similar to that of a developing isothermal jet. The en
trained air does not, however, reach the axis of the flame where 
a relatively constant temperature was found. 

Region IV: Region III is followed by a strongly fluctuating 
flow region, which one might call the fully developed jet-
region. The velocity along the axis is changing like that of an 
isothermal jet, self similarity of the radial velocity profiles is 
evident, and the turbulence intensity is much higher than in 
other parts of the flow. 

3.1 Axial Mean Flow and Turbulence Intensity Profiles 

3.1.1 Mean Velocity A long Flame Axis. The subdivision 
of the combustion region, mentioned in the previous section 
is reflected by the mean velocity measurements of the authors. 
Mean velocity measurements along the axis are shown in Figs. 
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constant axial velocity. From thereon, the velocity decreases 
as known for isothermal jet flows. 

Using the above described velocity data, the locations of 
characteristic points in the flame, L\ to L5 which characterize 
downstream locations from the burner exit, can be explained 
as follows: 
Lx location where the velocity starts to increase upstream of 

the flame front; 
L2 location of the velocity maximum in the flame front; 
L3 location of the velocity minimum downstream of the flame 

front; 
L4 location of the end of the "velocity plateau" where the 

velocity starts to decrease gradually 
L5 location where the velocity at the axis decreases to half 

of the velocity U,„ at location L4 

The axial extension of regions (I) to (IV) correspond to the 
locations Li, L3, L4, and L5, respectively. For comparison, at 
the bottom of Table 2, the corresponding values measured for 
isothermal jets for which the exit velocities corresponded to 
flames FL 1-3, (Jl) and FL 4-6 (J2) are given. In addition, 
the flames spreading coefficient (m = 1/C„) in the developed 
jet region IV, was evaluated employing measurements in the 
region in which U,„ = f(x) has a hyperbolic form. 

The radial and axial dimensions of the flame in the char
acteristic points of regions I to IV were also obtained by au
thors. Visual observations were performed using a measuring 
telescope with nonius and utilizing characteristic changes of 
the flow field and radiation information from the reacting 
gases and the high-temperature combustion products. The ra
dial and axial dimensions obtained in this manner by "visual 
time averaging," are given in Table 3. 

The following criteria were applied. Transition from zone 
(I) to zone (II), designated by -A/2, is clearly marked by the 
top of the flame front. The beginning of the region (III) des
ignated by - #23, is characterized with the occurrence of small 
flame protuberances at the edges of the flame. Transition from 
region (III) to region (IV) designated by - /!34, is characterized 
by intensive mixing of combustion products with the surround
ing air, which is accompanied by a sudden fall of temperature 
and radiation intensity. Therefore, it can be considered that 
the beginning of the region IV will be approximately at the 
position in which the flame becomes invisible. 

Comparing the values given in Table 2 with the values in 

Table 2 Flame (and isothermal jet) parameters obtained on the basis of the axial velocity change 

Lab. 
FL1 
FL2 
FL3 
FL4 
FL5 
FL6 
FL7 
FL8 
FL9 
Jl 
J2 

L1 

mm 
15.3 
13.9 
20.8 

8.3 
8.3 
8.3 
9.0 
9.0 

10.4 
— 
— 

Li 
mm 
18.7 
18.7 
25.0 
16.7 
16.7 
18.7 
18.7 
18.7 
22.2 
— 
— 

L3 

mm 
26.4 
26.4 
30.5 
30.5 
30.5 
30.0 
34.7 
34.7 
34.7 
— 
— 

L, 
mm 
140 
180 
209 

79 
100 
136 
79 

105 
139 
— 
— 

Li 
mm 
204 
234 
274 
141 
158 
202 
138 
159 
217 
42 
30 

L2-Lt 

mm 
3.4 
4.8 
4.2 
8.4 
8.4 

10.4 
9.7 
9.7 

11.8 
— 
— 

L3-L2 
mm 
7.7 
7.7 
5.5 

13.8 
13.8 
11.3 
16.0 
16.0 
12.5 
— 
— 

L4-L, 
mm 
113.6 
153.6 
178.5 
48.5 
69.5 

106.0 
44.3 
70.3 

104.3 
— 
— 

L5-Z,4 

mm 
64 
54 
65 
62 
58 
66 
59 
54 
78 
— 
— 

m 

0.133 
— 
— 

0.225 
0.199 
0.199 
0.188 
0.181 
0.165 
0.153 
0.172 

c„ 
7.53 
— 
— 

4.45 
5.02 
5.02 
5.31 
5.54 
6.07 
6.52 
5.81 

Table 3 Visually obtained flame parameters 

Lab. 
FL1 
FL2 
FL3 
FL4 
FL5 
FL6 
FL7 
FL8 
FL9 

* / i 

mm 
— 
— 
— 

10.5 
11.0 
13.0 
12.5 
13.0 
14.0 

hn 
mm 
20.5 
20.5 
26.5 
20.0 
20.0 
25.0 
21.5 
22.0 
25.0 

* 2 3 

mm 
117 
132 
182 
69 
75 

130 
73 
94 

135 

hM 

mm 
210 
250 
290 
150 
180 
230 
160 
195 
260 

hn-h/2 
mm 
97.5 

111.5 
155.5 
49.0 
55.0 

105.0 
51.0 
72.0 

110.0 

hu-h23 

mm 
93 

118 
108 
81 

105 
100 
87 

101 
125 

dfn 
mm 
4.0 
4.5 
4.5 
5.5 
6.0 
6.0 
5.5 
6.0 
6.5 

Dfn 
mm 
15.5 
15.0 
16.5 
15.0 
15.5 
16.0 
15.0 
16.0 
17.0 

Df 
mm 
17.5 
18.0 
20.0 
17.0 
17.5 
18.5 
16.5 
19.0 
19.0 

25.0 

20.0 

15.0 

10.0 

5.0 

0.0 

a) 

x 

0 + * 
0 + 

0 
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+ FL8 
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O + * „ 
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[ 0 * , 
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" ? O O * + 

0.0 50.0 100.0 150.0 200.0 
x [mm] 

250:0 

6.0 

£ 4.0 

2.0 

0.0 

as*,******* 

b) 

0 ° ' 

O 

0 + 
0 + 

0 + 

0 
0 

0 

0 FL7 
+ FL8 
» FL 9 

* 

0.0 10.0 20.0 30.0 40.0 
x / D 

50.0 

a) UM; b) U^JU^x/D) 

Fig. 4(c) Mean velocity along the flame axis, FL 7 , 8 , 9 

4(a) to 4(c) for all nine flames of this investigation. It is clearly 
seen from Figs. 4(a) to 4(c) that all velocity distributions along 
the axis show similar features. The axial velocity shows first 
a slight decrease upstream of the flame front, followed by a 
relatively sharp velocity increase in the flame front. Thereafter, 
the velocity drops below the value of the exit velocity to increase 
thereafter again and to merge into a flame region of relatively 
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Table 3 and diagrams in Fig. 4(a) to 4(c), the general picture 
of the flame structure, which can be visually observed and 
which is indicated by the change of the velocity along the axis, 
can be connected. The inner boundary of the flame front, hf\ 
(obtained visually, only in the flames when a flame front in 
the form of a "brush" is formed) is placed just a little down
stream of the beginning of the region of velocity increase. The 
flame front top, obtained visually, hji, is placed a little down
stream of the velocity maximum. Deceleration of the fluid 
along the axis downstream the flame front top, is not accom
panied by any visually characteristic radiation change. Region 
(II) ends with the occurrence of "the first flame protuber
ances" caused in the surrounding air. Further downstream, 
the decrease of the velocity along the axis takes place {L^/ha 
is approximately 1.23 for FL,_3, 1.17 for FL4_6 and 1.07 for 
FL7_9). The velocity change along the axis acquires the char
acter of the developed isothermal jet at L5, which is a bit earlier 
than the end of the bright zone of the flame marked with hiA 
(L5/h34 is approximately 0.95 for F L ^ and 0.87 for FL4_9). 
The differences between these values are somewhat greater in 
flames FL4_9 then in the flames FLi_3, and vary a little if the 
flame parameters are significantly changed. It may be con
cluded that there is a clear and systematic link between the 
boundaries of the visually observed characteristic flame regions 
and those obtained from the measured velocity change along 
the axis. 

Comparison of the beginning of the region of developed jet 
flow (L5 in Table 2) for the flames and for the corresponding 
isothermal jets (with the same exit flow rate), show that for 
exit conditions with burner No. 1, the developed flow in the 
flame occurs approximately at x/D = 40. This is about six 
times later than for the corresponding isothermal jet. For the 
fully developed turbulent flow at the exit of the burner No. 
2, the developed flow region in flames occurs at approximately 
x/D = 25, while in the corresponding isothermal jet (J2), it 
occurs at x/D = 5, i.e., about five times earlier. 

3.1.2 Turbulence Intensity Along the Flame Axis. 
Turbulence intensity distributions along the flame axis are 
shown in Fig. 5 (a: FL^ , b: FL4_6, c: FL7_9), normalized using 
the mean velocity at the axis in the cross section where the 
turbulence fluctuations were measured. Downstream the exit 
of the burner, the turbulence intensity is approximately con
stant until the flame front is reached. In the flame front, the 
first maximum of turbulence intensity occurs at the same point 
where the mean velocity at the flame axis increases for all 
flames (Fig. 4). After the decrease of the turbulence intensity, 
an area of nearly constant value follows, before the turbulence 
intensity again increases to reach a second maximum. After 
that maximum, the turbulence intensity decreases again. The 
first maximum value, for the flames with the average exit 
velocity about 10.5 m/s (FL^), is approximately 12 percent 
and does not differ significantly for both investigated exit 
conditions at the exit of the burners. For the flames with the 
exit velocity about 15 m/s (FL^), the maximum value of 
turbulence intensity are somewhat smaller, around 10 percent. 

It is not probable that high turbulence intensity measured 
in the flame front is due to the intermittency of the flame front 
position. In that case, the corresponding velocity histograms 
have to be bimodal at that point on the flame axis. Figures 11 
and 12 show that all velocity histograms at the flame axis for 
both types of flames are unimodal. Also, turbulence intensity 
is increased in similar manner for both types of flames, having 
very different shape of the flame front. 

The composition of the premixed gas has very little influence 
on the turbulence intensity in the region upstream the flame 
front. That influence can be observed further downstream, 
and is manifested by the separation of the curves corresponding 
to different acetylene air ratios. Basic differences occur only 
in the region of constant flame width (Region II) in which the 
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Fig. 5 Turbulence intensity along the flame axis 

acetylene air ratio, i.e. the generated energy in the flame front 
zone, and flow conditions at the exit of the burners have a 
controlling role. In all diagrams, one can observe that the 
turbulence level is the lowest for the flames with highest excess 
of acetylene (FL3, FL6 and FL9) and it remains constant in the 
whole region II. In the flames with the stoichiometric ratio for 
the premixed gases (FL2, FL5 and FL8) the turbulence level is 
higher and in the flames with fully developed turbulent flow 
at the exit of the burner, it follows slowly the ascending line. 
In the flames with excess air (FL1; FL4 and FL7) the turbulence 
intensities are even higher and is increasing faster. In other 
words, with the increase of the fuel to air ratio in the mixture, 
"relaminarisation" after the flame front yields to the smaller 
turbulence intensity in region II. This is in direct correlation 
with the length of region II where the mean velocity at the axis 
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Fig. 6 Instantaneous velocity histograms at three cross sections of 
the isothermal jet (J2) 

is constant. A similar region of constant velocity at the axis 
was observed by Jung et al. (1982), for Reynolds numbers 
smaller than 3000, and attributed to the bouyancy effect. In 
this experiment, Reynolds numbers are higher but temperatures 
are higher as well. As downstream the flame front a sharp 
increase of gas viscosity occurs as well, the joint effect of 
"relaminarization" and bouyancy is possible. 

In all flames, the position at which the sharp raise of the 
turbulence level starts again corresponds very well with the 
beginning of the development zone (L4, Region III), but it is 
somewhat shifted upstream, about 10 percent toward the burner 
exit. This is analogous to the behavior in the transition regions 
in an isothermal jet, where the increase of the turbulence level 
also starts earlier than the drop of the mean velocity along the 

axis. Both in the flame and the jet, the increase in turbulence 
level is shifted for about 6D toward the burner exit. Finally, 
the gradient of the turbulence level increase in region IV is the 
same for all flames examined, and it is more than two times 

• smaller than the analogous increase in the corresponding iso
thermal jets. 

At the location of the second maximum, the turbulence 
intensity reaches values more than 40 percent of the mean 
velocity for the flames with exit flow conditions as for burner 
No. 1, and about 38 percent for the flames with exit conditions 
as for the burner No. 2. This is much larger than the corre
sponding values in isothermal jets (about 25 percent). If one 
takes into account the fact that the width of the flow field in 
this region is also greater, it can be estimated that the total 
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Fig. 7(a, o) Instantaneous velocity histograms at the middle of region 
I, obtained with burner No. 1 (x/D = 3, Umo = 18.5 m/s) (a) velocity U-
component; (fa) velocity V-component 

kinetic energy of turbulence contained in this zone is much 
greater that the one in the corresponding isothermal jet. In 
contrast to the isothermal jets, in which the turbulence level 
at the axis has a constant ratio to the local mean velocity, in 
the flame it decreases further downstream. The present data 
clearly show that the positions of the second maximum of the 
turbulence intensities correspond to the location dividing the 
development region III and the fully developed flow region 
IV (L5 in Table 2). 

3.2 Velocity Histograms. An insight into the statistical 
properties of the instantaneous velocities in free jets and acet
ylene flames can be obtained from their corresponding his
tograms (probability density distributions) at various measuring 
points. Each histogram consists of 240 intervals. To the right 
of each histogram the coordinate point position is presented. 
The .y-values are distances measured from the flame axis in 
mm. For comparison, the histograms of the instantaneous 
velocities measured in one of the isothermal jets are presented 
first. Figures 6(a-c) show the histograms of three cross sections, 
x/D = 1.5, 6 and 20, for jet with exit velocity, U,„i0 = 18.5 
m/s. 

In Fig. 6(a), the histograms corresponding to the potential 
core region can be easily distinguished (y = 0.0-1.5 mm). The 
mixing layer begins at x = 2.0 mm and the point of maximum 
turbulence intensity is at y = 3.0 mm. In the potential core 

the histograms are highly asymmetric, skewed to the right 
(toward larger velocities), while those on the periphery are 
almost symmetric, or skewed a little to the left (towards smaller 
velocities). In the downstream cross sections (outside potential 
core, Fig. 6(b) and (c)) the histogram asymmetry at points on 
the axis has disappeared, whereas it has become pronounced 
at points on the jet boundaries. 

Figure 1(a) and (b) show histograms of the axial and radial 
velocity components at x/D = 3 in a flame with turbulent 
boundary layer at the nozzle exit, and Fig. 8(a) and (b) of 
x/d = 1.8 in a flame with fully developed turbulent flow at 
the nozzle exit. These downstream distances are approximately 
at half the distance of the flame front from the nozzle exit. 
Note that this distance for the flames F L ^ are approximate
ly two times longer than for the flames FL4_6. Significant 
differences can be observed in the histograms for the flames 
FL'4_6 and FLi_3 across these planes. In the flames obtained 
with the burner No. 1, there is no significant change in the 
shape of U-histograms inside and outside the flame front (y 
= 2.5 mm). The V-histograms reveal the high acceleration 
occurring in the flame front through their bimodal nature, 
which results from the oscillation of the flame front. 

The main flame acceleration takes place in the radial direc
tion. At points ^ = 3,4 and 5 mm, the V-histograms indicate 
a sharp increase in turbulence across the flame front simul
taneously with a change of their nature, while the U-histograms 
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Fig. 8(a, b) Instantaneous velocity histograms at the middle of region 
I, obtained with burner No. 2 (FL5) (a) velocity (/component; (b) velocity 
V-component 

do not change their nature but show a smooth increase in 
turbulence intensity. It can be concluded that the flame front, 
under these conditions, results in highly anisotropical turbu
lence primarily in the direction perpendicular to the flame 
front. This anisotropy can easily be seen from the shape of 
histograms of Fig. 7. The U-histograms are narrower than the 
V-histograms, and at the same time, the U-mean velocity in 
the vicinity of the flame front (y = 3 mm) is approximately 
two times the V-velocity. 

In the flames with fully developed turbulent flow at the 
burner exit (Fig. 8(«) and (b)), there are no such sudden changes 
across the flame front, neither in the magnitude nor in the 
shape of the velocity histograms. The V-histograms in this case 
are wider in the flame front region but without a sharp change 
in shape as in flames FLj_3. The anisotropic nature of tur
bulence is also evident. In both types of flames investigated 
the histograms near the jet axis are skewed to the right towards 
higher velocities (FL^ are more pronounced), while outside 
the flame front are skewed to the left, towards the lower ve
locities. Also, the mixing layer width is larger in the flames 
FL4_9, where we also observe a gradual transition to lower 
velocities and to steeper histograms. 

A histogram comparison for two flames with different ve
locity profiles at the burner exit in the region of constant flame 
width is given in Fig. 9(a) and 9(b). The histograms of Fig. 
9(a) correspond to the flame with exit velocity profile obtained 
with burner No. 1, but with exit velocity Um%0 = 18.5 m/s. 
The histograms of Fig. 9(b) correspond to flame EL5, with 
fully developed turbulent flow at the burner exit and same exit 
velocity. From Fig. 9(a) some specific characteristics of the 

mixing layer in this region become apparent, noted above in 
the discussion of mean velocity profiles. There is practically 
no fluid mixing, but in the mixing layer region only the part 
of time in which the combustion products pass through the 
measuring point is altered. At points y = 8 through 11 mm, 
all velocity histograms are bimodal, with two maxima highly 
separated and with an area between them of almost zero value 
which indicates no fluctuating velocities. Comparisons with 
the corresponding mean velocity profiles in the same flame 
cross sections show (Matovic, 1988), that the measurements 
of the mean velocity and turbulence intensity profiles in such 
highly intermittent flows can cause a false impression of the 
thickness of the mixing layer. 

The given insight into the flow behavior, through the velocity 
histograms for one cross section in this region, has made it 
possible to explain the cause of an often observed paradoxon 
that is the mean velocity at the axis of the flame, in the region 
of constant flame width does not decrease with downstream 
distance while the mean velocity profiles across the flame are 
spreading. It is probably this difference in flow character the 
reason that the length of the region II in flames with fully 
developed turbulent flow at burner exit is smaller than that in 
the corresponding flames of burner No. 1 (see Table 2). 

In the downstream cross sections, regions III and IV, the 
velocity histograms are similar to those in the developed iso
thermal jet, as observed by comparing Fig. 7(c) (jet) and Fig. 
10 (flame). There are no observable differences between his
tograms in these zones, for the two types of flames that have 
been investigated. It can be concluded that, regarding the na
ture of the flow, differences between these to types of flames 
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Fig. 9(a) Instantaneous velocity histograms in region II, obtained with 
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Fig. 10 Instantaneous velocity histograms in region III, obtained with 
burner No. 2 (FL5) 
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I-- 5 

Fig. 11 Instantaneous velocity histograms along the axis of the flame 
obtained with burner No. 1 (FL3) 

Fig. 12 Instantaneous velocity histograms along the axis of the flame 
obtained with burner No. 2 (FLS) 

have disappeared in these regions, although there are differ
ences for fixed distances from the burner exit and also in the 
spreading rates. 

Figures 11 and 12 give the velocity histograms along the axis 
of flames FL3 and FL5, respectively. These figures clearly show 
increased levels of turbulence intensity in the flame front which 
is reduced downstream on it. In region II, reduction of velocity 
fluctuations occur, the histograms become sharper with their 
maximum being much larger in flame FL3 than in flame FL5. 

Also, a large maximum value can be observed after the flame 
front, i.e., a large reduction of turbulence in the flame with 
the fuel excess (FL3, 6, 9). In region III where the turbulence 
fluctuations increase, a drop of the histogram maxima is ob
served. Comparing the histograms along the jet axis with the 
information provided in Table 2, we conclude that region III 
ends of downstream the point where the histograms become 
the widest. The continuous increase of the histogram maxima 
marks the beginning of the developed flow region IV. 
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4 Conclusions and Final Remarks 
Investigations of the velocity field were conducted in pre-

mixed, axisymmetric acetylene/air flames with different ve
locity profiles at the exit of the burners: 

(a) flat velocity profile in the central part and turbulent 
boundary layer at the nozzle wall, 

(b) fully developed turbulent velocity profile at the exit 
of the burner. 

Detailed mean velocity measurements were obtained and 
these measurements along the axis of the flames are reported 
in the paper. The presented measurements also include the 
turbulence intensity distribution along the flame axis and em
brace also velocity histograms. All this information provided 
the basis for obtaining an insight into the flow structure of 
the flames. 

Laser-Doppler-Anemometry proved to be a satisfactory 
method to obtain local, instantaneous velocity measurements 
in all parts of the flame, although some care had to be taken 
to provide proper seeding to the flow. A transient recorder 
based signal processing system yielded the resultant velocity 
information with high reliability. According to the LDA-ve-
locity information, the flow field of the premixed acetylene/ 
air flame could be divided into four characteristic regions: the 
region of the flame front (I), the region of constant flame 
width (II), the developing region (III) and the fully developed 
jet flow region (IV). Mean velocity and turbulence intensity 
characteristics of the flow in each of the regions were studied. 
A good correlation between the various flow regions could be 
defined on the basis of mean velocity changes along the axis, 
turbulence intensity variations and the visual characteristics of 
the flame illumination. 

The experimental results for the various flames showed that 
downstream of the flame front the turbulence level returns to 
approximately the same level as at the burner exit, and also 
that over a significant length the flame width remains constant 
(in region II). Changes of the flame length, which are caused 
by changes of conditions at the burner exit (exit velocity pro
files, and/or different fuel concentrations) are very much linked 
with the changes of this characteristic flame region. 

Considering the spreading of the mean velocity profiles in 
the flame cross sections in the downstream direction and com
paring these with changes of the mean velocity along the axis 
and with histograms of the instantaneous velocities, a picture 
of the mixing layer in the region of constant flame width is 
formed, which is rather different than that for the free mixing 
layer surrounding an isothermal jet. In the high-temperature 
flow, possibly due to the very large difference in kinematic 
viscosities after the flame front and/or bouyancy effects, the 
disturbances which lead to the spreading of the mixing layer 
in the isothermal jet and to the entrainment of the surrounding 
air, seems to lead to the oscillations of the flame as a whole. 
This is indicated by bimodal velocity histograms in this region 
of the flow. This results in a constant mean velocity along the 
axis for this region and a constant turbulence level, and the 
already mentioned velocity histograms with two maxima at the 
middle of the mixing layer of the flame. 

In addition to providing a general understanding in the flow 
of acetylene flames, the present paper also gives information 
of direct use for comparisons with numerical predictions. Nu
merical predictions must yield the general flow behavior de
scribed in this paper and at the same time yield the velocity 
and turbulence level variations provided here in diagrammatic 
form. 
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cf = 
D = 
/ = 
G = 

G* = 
h = 

h/g = 

Nomenclature 

liquid specific heat at constant pressure 
hydraulic diameter of duct 
fanning friction factor 
mass velocity or flux 
normalized mass flux 
specific enthalpy 
latent heat of vaporization 

L = duct length 
P = pressure, absolute 
T = temperature, absolute 
v = specific volume 
x = quality, vapor mass fraction 

us = correlating parameter, Eq. (5) 
ri = pressure ratio 
p = fluid density 

Subscripts 
a = ambient 
c = critical or choked 
/ = liquid phase 

fg = difference between vapor and liquid phase property 
g = vapor phase 
0 = stagnation condition 
r = thermodynamic reduced property 
s = saturation 

sp = single-phase 
st = at transition or limiting subcooling 
tp = two-phase 
1 = pipe inlet (Fig. 1) 
2 = pipe exit (Fig. 1) 

Introduction 
The release rates of hot fluids stored under pressure during 

a pipe break or valve failure are a pertinent consideration in 
source term modeling as part of the environmental health and 
safety issue. This technical brief presents an analytical treat-
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ment for flashing discharge of a hot liquid in a pipe from a 
high pressure reservoir. Specifically, the liquid is initially sub-
cooled relative to stagnation condition but superheated relative 
to ambient pressure. The effect of inlet subcooling, pipe length-
to-diameter ratio, and physical property groups of the fluid 
can be readily assessed by the present generalized model. A 
criterion related to the amount of "limiting" subcooling is 
found where the discharge rate can be evaluated using a form 
similar to the incompressible pipe flow formula. Unlike other 
previously published works (e.g., Pana and Muller, 1978), the 
present solution yields a smooth transition from saturated inlet 
to subcooled conditions and reduces exactly to the nozzle flow 
limit at zero pipe length (Leung and Grolmes, 1988). 

Model Development 

Governing steady-state conservation equations for a hori
zontal turbulent pipe discharge can be written as 

Mass: G = constant (1) 

Momentum: dP + G dv + 4 / 2 , .„dLG'v 

D 2 
= 0 

Energy: h0 = h + -
G V 

(2) 

(3) 

which are equally applicable in the two-phase region when the 
homogeneous equilibrium model (HEM) is assumed. Admit
tedly simplistic, this no-slip thermal equilibrium model is used 
in most engineering calculations (Wallis, 1980). Previous so
lution methods for the above equations are via either numerical 
integration (Perry, 1984) or maximization procedure (Wallis, 
1969). Detailed thermodynamic properties are hence required 
in these tedious calculations. Here we seek an analytical so
lution while employing an approximate equation of state (re
lating P and v) for the saturated two-phase flashing region. 
Use of such an equation bypasses the necessity of solving the 
energy equation simultaneously: 

V/o 
- 1 + 1 (4) 

where u>s, a dimensionless correlating parameter, is given by 
the same property group as the nozzle case (Leung and Grolmes, 
1988), 

C/QTQPS ( Vfgo) 

V/o <fgo, 
(5) 

Here the properties are evaluated at saturation corresponding 
to the inlet (absolute) temperature T0 with Ps being the cor
responding saturation pressure. As before, the assumptions 
imbedded in Eq. (4) are (a) isenthalpic expansion, (b) Pvfg = 
P0Vfg0 as in isothermal gas flow with v/g » vg, and (c) constant 
properties such as 
Vfo 

T = T„, hf, = h 'A nfgo< Cf = C/o, and v/ = 

Journal of Fluids Engineering SEPTEMBER 1994, Vol. 116 / 643 

Copyright © 1994 by ASME
Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Large 
Chamber lUfcH I 

1 
P1 Single Phase j Two-Phase D P2 G 

T 
Fig. 1 Flashing discharge model of an initially subcooled liquid in a 
pipe 

Analytical Solutions 

Analytical integration of the momentum equation, Eq. (2), 
can be obtained by considering two distinct regions, the single 
phase and two-phase regions. Figure 1 illustrates the notation 
and the flow configuration. Two situations can develop—Case 
I represents flashing occurring within the constant diameter 
pipe and Case II denotes flashing occurring prior to the pipe 
segment, i.e., at the inlet nozzle. (The latter case occurs at low 
inlet subcooling.) By defining ?j = P/P0, % = Ps/P0 and G* 
= G/^JP0/Vfo = G/\JP0pfO, we can readily integrate the mo
mentum equation, Eq. (2) together with Eq. (4) to yield 
Case I: Flashing Within Pipe (Pi > Ps) 

l-ois (1-cOs)2 ris 

L 2_ 
4fD = G*~2 (fll-Vs) + 

-2 In 
(i)s-t)2)ws + r)2 

V2 
(6a) 

Case II: Flashing Within Inlet Nozzle (Ps > PJ 

4/ D 
2 

"5* 
Wsls ( l r l 2 H + l2 

(l-o)s¥~~ (ris-ridus + rii 
In 

-2 In (l)s • I 2 K + I 2 / 1 : 
(6b) 

(ns-vi^s+niyiij 
Here/denotes an average friction factor over the entire length 
but for Case I it can be broken down into the single-phase and 
two-phase components, 4 / L/D = (4/ L/D)sp + (4/ L/D)lp 

where (4/ L/D)sp = 2(iji - r)s)/G*2, i.e., the first term on 
RHS of Eq. (6a). By treating the entrance as a well-rounded 
frictionless nozzle, the energy equation, Eq. (3), together with 
the isentropic flow assumption, provides the following rela
tionship between G and Pu 

0.5 

G = I. V dP V\ (7) 

Carrying out the integration, we obtain the following nor
malized expressions for the two cases: 

Case I: (no flashing within inlet nozzle, hence v = vf0) 

(8a) 

Case II: 

G * = V 2 d - i j , ) 

(flashing within inlet nozzle) 

2(l-ifc) + 2 usi]s In - ( ^ - l K ^ - 1 7 1 ) 

- 1 + 1 

(8b) 

Finally, for the condition of exit choking, the following expres
sion provides the relationship between critical mass flux and 
pipe exit pressure, 

G'=-
Vlc 

, xu., ( 9 ) 

Thus for each case, we have three equations (Eqs. (6),(8), and 

(9)) to solve for the three unknowns—G*, r?i, and ij2- As for 
the case of unchoked exit, P2 is then equated to the known 
ambient pressure Pa and only Eqs. (6) and (8) are required to 
solve for G* and 171 simultaneously. 

Limiting Subcooling 
For sufficiently large inlet subcooling, a flow condition can 

be attained whereby only a single-phase liquid region prevails 
throughout the entire pipe, and flashing occurs just at the exit 
end of the pipe (i.e., P2 - Ps). We will denote such a limiting 
subcooling condition by the pressure ratio t]st\ the correspond
ing inlet subcooling is given by (Ts - T0) where Ts is the 
saturation temperature corresponding to the stagnation (vessel) 
pressure P0. In this situation, Eq. (6a) becomes 

2 
TS2 (Vi-Vsi) (10) 4/£ = 

D G 

Combining Eqs. (8a), (9), and (10) and recognizing that r/2c = 
7)s„ we arrive at a simple criterion for this limiting subcooling 
condition 

•Osi = -

2w, 
(11) 

l + 4 / - + 2cos 

Thus if the inlet subcooling is high such that ijs < r^,, then 
the critical mass flux is simply given by (combining Eq. (10) 
with Eq. (8a)), 

0.5 

' 2 ( 1 - ^ ) 1 
G:= (12«) 

l l + 4 / 
Dl 

or in dimensional form 

Gc = 
j2pf0(P„-P,. 

' i+44 
(12b) 

Note that this expression differs from the classical incom
pressible pipe flow formula in that the pressure drop is not 
(P0 - Pa) but rather (P0 - Ps) due to the choking condition 
at exit. 

Comparison With Literature Data 

Choked flow water discharge data were obtained by Sozzi 
and Sutherland (1975) at stagnation pressure of 6.2-6.9 MPa 
and inlet temperature of 240-280°C. Their pipe discharge data 
(diameter of 12.7 mm) obtained with a well-rounded inlet noz
zle are compared against the present model for three L/D's as 
shown in Figs. 2 and 3. In the predictions two different values 
of friction factor , / = 0.0025 (typical for single-phase) a n d / 
= 0.005 (typical for two-phase flow), were employed in an 
attempt to show the sensitivity to friction factor. Considering 
the experimental data scatter (of as much as 20 percent), the 
present model seems to fit the trend quite well for a wide range 
of inlet subcooling. The vertical bars on these curves denote 
the onset of the limiting subcooling regime to the left. For the 
smallest L/D data of 25, the prediction corresponding to a 
frictionless nozzle (L/D = 0) is also shown for comparison 
in Fig. 2. It should be mentioned that two-phase inlet data (x0 

> 0) are also included in this comparison and the predictions 
(dashed curves) are based on a previously published work 
(Leung and Grolmes, 1987). This previous model for two-phase 
inlet and the present model for subcooled inlet are found to 
coincide at the saturated liquid inlet condition (x0 = 0) with 
no discontinuity. 

Hendricks and Simoneau (1978) reported discharge data ob
tained with nitrogen at pressure of 1-10 MPa with large L/D. 
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Fig. 2 Prediction of Sozzi and Sutherland's data (LID = 25,140) 
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Fig. 3 Prediction of Sozzi and Sutherland's data (LID = 50) 

Fig. 4 Prediction of Hendricks and Simoneau's data ( — model with 
/ = 0.0025 in single-phase region and f = 0.005 in two-phase region) 
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Preston-Static Tubes for the 
Measurement of Wall Shear Stress 

The (L/D = 16,200) test section was made from 4.8 mm 
diameter tubing in a 54-turns coil. Only the series obtained at 
inlet temperatures of 104-111 K corresponding to a reduced 
temperature Tr of 0.81 was selected in this study. The remaining 
data at Tr > 0.96 were not included because the present model 
is not applicable near and above the thermodynamic critical 
point. The mixer chamber temperature was not measured in 
this series but a good estimate of the inlet temperature was to 
use the fluid thermocouple measurement at a distance of 75 
L/D from the inlet. Since these data span a wide range of inlet 
subcooling (and therefore the ratio of single-phase length to 
pipe length varies significantly), we assigned / = 0.0025 for 
the fully developed turbulent single-phase region (Reynolds 
number = 106)and/= 0.005 for the two-phase region (Wallis, 
1969). Figure 4 illustrates the good agreement of the present 
model with the nitrogen data. Also shown are the predictions 
(dashed curves) if a constant friction factor is used throughout 
both single-phase and two-phase regions. Due to the long L/ 
D, the limiting subcooling occurs at % = 0.02 and none of 
these data exhibited only single-phase (liquid) flow throughout 
the length of the pipe. 

As for the limitation of the present model it should only be 
used at T, up to about 0.9 because the imbedded assumptions 
would not hold near the thermodynamic critical region. 

Josef Daniel Ackerman,1'2 Louis Wong, 
C. Ross Ethier,1 D. Grant Allen/ 
Jan K. Spelt1 

and 

We present a Preston tube device that combines both total and 
static pressure readings for the measurement of wall shear 
stress. As such, the device facilitates the measurement of wall 
shear stress under conditions where there is streamline cur
vature and/or over surfaces on which it is difficult to either 
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Preston-Static Tubes for the 
Measurement of Wall Shear Stress 

The (L/D = 16,200) test section was made from 4.8 mm 
diameter tubing in a 54-turns coil. Only the series obtained at 
inlet temperatures of 104-111 K corresponding to a reduced 
temperature Tr of 0.81 was selected in this study. The remaining 
data at Tr > 0.96 were not included because the present model 
is not applicable near and above the thermodynamic critical 
point. The mixer chamber temperature was not measured in 
this series but a good estimate of the inlet temperature was to 
use the fluid thermocouple measurement at a distance of 75 
L/D from the inlet. Since these data span a wide range of inlet 
subcooling (and therefore the ratio of single-phase length to 
pipe length varies significantly), we assigned / = 0.0025 for 
the fully developed turbulent single-phase region (Reynolds 
number = 106)and/= 0.005 for the two-phase region (Wallis, 
1969). Figure 4 illustrates the good agreement of the present 
model with the nitrogen data. Also shown are the predictions 
(dashed curves) if a constant friction factor is used throughout 
both single-phase and two-phase regions. Due to the long L/ 
D, the limiting subcooling occurs at % = 0.02 and none of 
these data exhibited only single-phase (liquid) flow throughout 
the length of the pipe. 

As for the limitation of the present model it should only be 
used at T, up to about 0.9 because the imbedded assumptions 
would not hold near the thermodynamic critical region. 

Josef Daniel Ackerman,1'2 Louis Wong, 
C. Ross Ethier,1 D. Grant Allen/ 
Jan K. Spelt1 

and 
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stress. As such, the device facilitates the measurement of wall 
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manufacture an array of static-pressure taps or to position a 
single tap. Our "Preston-static" device is easily and conven
iently constructed from commercially available regular and 
side-bored syringe needles. The pressure difference between 
the total pressure measured in the regular syringe needle and 
the static pressure measured in the side-bored one is used to 
determine the wall shear stress. Wall shear stresses measured 
in pipe flow were consistent with independently determined 
values and values obtained using a conventional Preston tube. 
These results indicate that Preston-static tubes provide a re
liable and convenient method of measuring wall shear stress. 

Introduction 
There are a number of techniques for the measurement of 

wall shear stress induced by flowing fluid, including force 
balance methods, velocity gradient methods, mass/liquid 
transfer methods, hot film methods, and electrochemical film 
methods (e.g., Winter, 1977; Nitsche et al., 1985). Because of 
its simplicity and low cost, a Pitot tube resting on solid surface 
is a popular wall shear stress measuring device within the ve
locity category above (Preston, 1954). Although "Preston 
tube" methods have been used extensively (Hollingshead and 
Rajaratnam, 1980; McAllister et al., 1982; Nitsche et al., 1985; 
Hirt and Thomann, 1986; Savill, 1989; Taheri and Bragg, 
1992), there remains the difficulty of measuring static pressure, 
which has traditionally been measured using taps located in 
the wall of the flow chamber (Preston, 1954; Patel, 1965). 
However, in cases where static pressure is not constant over 
the area of interest (e.g., due to streamline curvature), surveys 
of wall shear stress are facilitated if the measurement of static 
pressure is made without wall taps. One approach is to use 
multiple Preston tubes joined together, either of different di
ameter (Rao et al., 1970) or having different chamfer angles 
(Gupta, 1975). This allows the static pressure to be eliminated 
from the calculation of wall shear stress, but requires extensive 
calibration and/or use of "correction factors." Another ap
proach has been to include a static pressure tube within a 
Preston tube (Bertelrud, 1977). This was possible in Bertelrud's 
wind tunnel experiments, because a relatively large Preston 
tube of diameter 3 mm provided adequate spatial resolution. 
Unfortunately, it is difficult to construct such "tube within a 
tube" devices for many small-scale applications, especially 
those in liquid environments. Wall shear stress has, therefore, 
remained a difficult parameter to measure. 

In this report, we describe the development and use of "Pres
ton-static tubes" to measure shear stress. This device was de
veloped to measure wall shear stress around small-scale objects 
in a flow chamber where static-pressure taps were impractical 
and the streamlines were curved. It was designed to be inex
pensive and easily fabricated from readily available compo
nents with no machining needed. 

Apparatus and Experimental Methods 
Two Preston tube devices were constructed: a conventional 

Preston tube, and a "Preston-static tube." In the latter, a 90 
deg bevelled-tip syringe needle was fixed to a side-bored one 
to measure total pressure (pTot) and static (piezometric) pres
sure (ps), respectively (Fig. 1). The conventional Preston tubes 
and the total pressure tube of the Preston-static tubes were 
constructed in two sizes from 20 gauge (20G) and 26G stainless 
steel syringe needles with point style 5 tip (90 deg bevelled tip; 
Hamilton Company, Reno, NV). Static pressure was measured 
using similarly sized round tipped, side-bored needles (point 
style 3). The nominal location of the side-bored hole in the 
static pressure needle was approximately 1 mm from the tip. 
The tip of the static tube was approximately 5 mm downstream 

Fig. 1 Schematic of test apparatus (A) in which Preston-static tubes 
(B; insert) were used to measure wall shear stress. 

Legend: Dimensions for 20G and 26G devices 

Device size: 
Tube outer diameter (d): 
Tube inner diameter: 
Side bore hole (ps) diameter: 
Side bore hole angle to horizontal: 
Spacing between tube axes: 
Distance from p™ to ps: 
Distance from tip to p, (/): 
Distance from ps to exit bend: 

20G 
9.09-10"1 

5.58-1(T1 

5.0.10"1 

- 8 0 ° 
2.5.10-" 

4.5 mm 
1.5 mm 
10 mm 

as follows: 

mm 
mm 
mm 

mm 

26G 
4.62.10"1 

2.54.10"' 
1.9.10"1 

- 7 5 ° 
1.1.10"' 

5.3 mm 
1.0 mm 
10.9 mm 

mm 
mm 
mm 

' mm 

of the tip of the Preston tube. Both needles were bent per
pendicularly approximately 10 mm downstream of the static 
hole, where they were connected via flexible tubing to a tem
perature-compensated differential pressure transducer (Mo
torola MPX2100GP). 

The Preston-static tubes were tested in a 1.54 cm diameter 
(D) clear PVC pipe, 1.8 m from the entrance. Water at 20-
21 °C was pumped from a reservoir through the pipe, with flow 
rate controlled by a downstream throttle valve. Static pressure 
taps were made in the wall of the pipe at 0.8 m (p\) and 1.8 
m (p2) from the entrance, and via a set of valves, could be 
connected to the differential pressure transducer. In the first 
set of experiments, a 20G or 26G conventional Preston tube 
was located either on the upper or lower wall of the pipe to 
test: 1) whether there were differences between 20G and 26G 
Preston tubes; 2) whether there were differences in readings 
between upper and lower walls, due to the obstruction created 
by the exposed shaft of the Preston tube in the latter case; and 
3) to calibrate the Preston tube. 

In a second set of experiments, a 20G or 26G Preston-static 
tube was located on the upper wall only, to determine whether 
there were differences between the static pressure measured 
using the wall pressure tap and the static pressure using the 
static tube. 

Experiments were repeated at different flow rates, and flow 
rate measurements were made using the bucket and stopwatch 
method each time a set of pressure measurements was taken. 
For each flow rate, the measured pressure drop between the 
two wall taps was used to estimate the mean wall shear stress, 

TW=-
Pl 

: 4 (i) 

where L is the distance between taps 1 and 2. 
Preston's (1954) insight into the dynamic similarity of the 

wall layer, where rw, p (density) and v (kinematic viscosity) are 
the only independent variables, provides a method for non-
dimensionalizing the data. The data are thus presented as the 
nondimensional shear stress 
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Fig. 2 Plot of nondimensional shear stress y*el = log,0(T|y • dV4 • p • c2) versus nondi-
mensional pressure difference x* = log10(Ap • d*l4 • P • v). 95 percent confidence limit 
for the regression involving data sets [6] and [8] is presented as a dashed line. See Table 
1 for linear regression results, including uncertainty estimates. Symbols are measured 
data, with numbers in square brackets referring to data sets as discussed in text. 

Table 1 Linear regression of nondimensional shear stress y*a 
nondimensional pressure difference x* = \ogw(Ap'd2/4-p>v2). 

logio(TH'*d2/4«p«>'2) on 

Comparison No. Intercept Slope 
A) Preston tube: 
[1] 20G lower wall 
[2] 20G upper wall 

20G all data 
[3] 26G lower wall 
[4] 26G upper wall 

26G all data 
B) Preston-static tubes: 
[5] 20G wall static 
[6] 20G 
[7] 26G wall static 
[8] 26G 

12 
13 
25 
12 
13 
25 

12 
12 
12 
12 

0.99 
0.99 
0.99 
0.99 
0.99 
0.99 

0.97 
0.97 
0.99 
0.99 

< 0.001 
< 0.001 
<0.001 
< 0.001 
<0.001 
< 0.001 

< 0.001 
< 0.001 
< 0.001 
< 0.001 

- 1 . 3 ± 0.2 
-1 .36 ± 0.07 
- 1 . 3 ± 0.1 
- 1 . 5 ± 0.2 

-0 .98 ± 0.08 
- 1 . 2 ± 0.1 

- 1 . 4 ± 0.2 
- 1 . 4 ± 0.3 
- 1 . 2 ± 0.2 
- 1 . 4 ± 0.1 

0.85 ± 0.04 
0.9 ± 0.1 

0.86 ± 0.02 
0.90 ± 0.3 
0.79 ± 0.02 
0.84 ± 0.02 

0.88 ± 0.04 
0.88 ± 0.05 
0.84 ± 0.03 
0.87 ± 0.03 

Legend: No.—number of observations; r—coefficient of determination; P—probability value for regres
sion; Intercept and Slope—intercept and slope of linear regression; 20G/26G wall static—refer to shear 
stress measurements made using wall static taps to measure static pressure at probe location. Data sets 
in square brackets (e.g., [3]) are plotted in Fig. 2. 

log>o|f^2 

versus the nondimensional pressure difference 

x =1°8io h 2 
\4>p'v 

(2) 

(3) 

where Ap was the difference between total pressure Orot) and 
static pressure, measured using the static tube {ps) or the wall 
tap (p2) depending on the experiment, x* values ranged from 
3.9 to 6.5, corresponding to pipe Reynolds numbers (Re^ = 
V • D/v, where Kis the velocity) between 1.2 • 104 and 8.8 • 
104. The equivalent Reynolds number for the Preston-static 
tubes (based on the tube diameter, d) ranged from 0.71 • 103 

- 5.2 • 10' for the 20G tubes and 0.36 
the 26G tubes. 

10j 2.6 • 10J for 

Results 

The data from the different Preston and Preston-static tubes 
are presented in Fig. 2 (data sets [l]-[4] and [5]-[8], respec
tively), which plots the dimensionless shear stress Ov.) based 
on Eq. (1) versus x*. For the most part, there is a strong linear 
trend in these data, although there are several points that 
deviate from this trend. Nonetheless, the data appear to con
form well with the empirical relationships determined by Pres

ton (1954), Patel (1965), and Bertelrud (1976). Of these, 
Preston's (1954) linear relationship 

/ = - 1 . 3 9 4 + ^ x* (4) 
o 

is the simplest and most amenable to statistical analysis. Linear 
regressions of these data were highly significant (P < 0.001), 
predictive (i.e., r2 > 0.97), and the regression equations were 
within the bounds of Preston's (1954) relationship (Table 1). 
Figure 2 also shows a 95 percent confidence limit for the regres
sion involving the Preston-static tube data. It is important to 
note that this confidence limit applies only to data sets [6] and 
[8], i.e., to data gathered using the static tap of the Preston-
static tubes (ps). This confirms that Preston's relationship holds 
for data gathered using the static pressure tap in the Preston-
static tubes. 

Analysis of Covariance.were used to test for differences in 
performance among the Preston tubes and Preston-static tubes 
(i.e., the first and second set of experiments). We specifically 
wished to test if there were any significant differences in shear 
stress predictions using the wall static tap versus the static tube. 
Statistical comparison of data set [5] with [6] and [7] with [8] 
showed that it was not possible to detect differences among 
the data sets, i.e., that the shear stress measuring capabilities 
of the two systems were statistically equivalent (i.e., P > 0.05). 
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Fig. 3 (A) Plot of the estimated y* based on Preston-tube static measurements (ps) versus 
similar estimates using wall static measurements (p2). Dotted line is the line of equality, 
solid line is the regression between the y* estimates, and the dashed line is the 95 percent 
confidence limit for the regression. (B) Plot of the percentage difference between the 
static pressure measurement in the Preston-static tubes (ps) and the wall static tap (p2) 
given by (ps - Pij/fproi - Pi) • 100 versus the nondimensional shear stress (y,*„f) measured 
in the test apparatus. 

It should be noted that differences between 20G and 26G 
conventional Preston tubes were not detected, nor were dif
ferences between shear stresses measured on upper and lower 
walls. 

Since the novel feature of the Preston-static tubes is the use 
of a static pressure tap on the Preston device, it is necessary 
to make a direct comparison between the static pressure meas
ured using the Preston-tube static tap (ps) and the static pres
sure measured using a conventional wall tap (p2)- A 
dimensionless measure of the difference between these two 
pressure measurements is given by the quantity (ps - p2)/ 
(PTot ~ Pi) ' 100, which is plotted in Fig. 3(B) (inset) as a 
function of 7*ef (based on Eq. (1)). It can be seen that the mean 
difference is approximately - 1.6 percent, with some scatter 
in the data. From a practical perspective, it is necessary to 
estimate how this small difference affects the estimation of 
wall shear stress. This can be accomplished by using Preston's 
relationship (Eq. (4)) to calculatey* values based on either/^ 
or p2, and comparing the/" values thus calculated (Fig. 3(A)). 
It can be seen that the data is clustered about the line of 
equality, indicating good agreement in wall shear stresses cal
culated via traditional and Preston-static approaches. 

Discussion and Conclusions 
These results indicate that static pressures measured using 

Preston-static tubes agree well with static pressures measured 
using a conventional wall static pressure tap. Further, y* es
timates using Preston-static tube data (i.e., y* based on ps) 
agree well withj>* estimates using conventional wall static taps 
(i.e., y* based on p2), which in turn agree well with reference 
y* measurements (y*e{ based on Eq. (1)). Thus, we conclude 
that Preston-static tubes can be used to reliably measure wall 
shear stress. This was due, to some extent, to the design, which 
conforms to certain criteria. For example, the ratio of inner 
to outer diameter of the Preston tubes was 0.61 for 20G and 
0.55 for 26G, which is reasonably close to the recommended 
ratio which is >0.6 (Bertelrud, 1977). 

It is clear that some scatter is present in the above data. This 
is likely due to the small diameters of the pressure taps, which 

were easily clogged by particulates in the water. For example, 
in the case of the two pairs of points above the regression line 
near** = 6, it is evident that the dynamic tap (i.e., the Preston 
tube) was clogged, as the results from the static tube and the 
static-pressure taps were similar. Consequently, we would rec
ommend using water free of particulates and/or back-flushing 
the tubes between experiments to dislodge particles. 

Another possible cause of scatter, which was experimentally 
beyond our control, was the nature and location of the side-
hole of the static tubes. Microscopic examination of these holes 
revealed some surface aberrations were present and these may 
have had some effect. Preston (1954) noted the importance of 
maintaining a constant ratio of inner to outer diameter and 
of removing burrs. We did not alter the holes in any way, 
partly due to the difficulty of working on such a small scale 
but, also because we wanted to minimize alteration of our 
device for convenience. The location of the static hole can be 
addressed through the ratio of l/d, which ranged from 1.65 
in the 20G static tube to 2.16 in the 26G static tube. Generally, 
l/d ratios > 2 are sufficiently far from the local pressure gra
dient generated by the tube to measure the static pressure 
(Bertelrud, 1977). 

In any case, Fig. 3(A) shows that although scatter is present, 
there was no systematic difference present in wall shear stress 
estimates based on ps or p2. Moreover, the scatter observed in 
measurements using the Preston-static tubes did not appear to 
be greater than the scatter observed in measurements using 
conventional wall taps. This is confirmed by the comparable 
error estimates in the regression coefficients (Table 1). Further, 
there are no differences detected in: (1) the measured wall shear 
stress between 20G and 26G Preston tubes used either on the 
lower or upper walls of the test apparatus (i.e., comparison 
of data sets [1] through [4]); (2) the static pressure measured 
by a static-pressure tap or the static tube of the Preston-static 
tubes (i.e., comparison of data sets [5] through [8]); and (3) 
the measured wall shear stress among the conventional Preston 
tubes and our Preston-static tubes (i.e., comparison of data 
sets [1] through [8]). Given these results, we conclude that 
Preston-static tubes provide a simple, convenient, and rea
sonably accurate method by which to measure wall shear stress. 
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Mechanisms and Directivity of 
Unsteady Transonic Flow Noise 
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Introduction 
In this paper, we report a study of the noise due to unsteady 

transonic flow around an airfoil. The resulting unsteady shock 
waves on a blade create shock-related noise that can be studied 
computationally. We will examine the noise generated by blade-
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Fig. 1 Geometry of two-dimensional BVI, oscillating flap, thickening-
thinning airfoil 

vortex interaction (BVI), an oscillating flap, and a thickening-
thinning airfoil (Fig. 1). BVI is the aerodynamic interaction 
of a rotor blade with the trailing vortex system generated by 
preceding blades. It usually occurs during helicopter descent, 
or low speed maneuvers. Interactions generate the most sig
nificant noise when the vortex is exactly or nearly parallel to 
the blade. The flow can be initially modeled by two-dimen
sional unsteady transonic flow, since BVI is concentrated near 
the tips and the relative velocity can be assumed constant in 
this region. An oscillating flap is a typical configuration that 
is widely employed in the experimental and computational 
studies of unsteady transonic flow. Tijdeman (1977) used an 
oscillating flap to experimentally identify three types of un
steady shock motion. The thickening-thinning airfoil is another 
example used, because for symmetric airfoils, no noise signal 
is generated due to lift. 

Unsteady transonic flow problems have been solved nu
merically in the past. The low frequency approximation of the 
unsteady two-dimensional Transonic Small Disturbance (TSD) 
equation was first solved by Ballhaus and Goorjian (1977) and 
the LTRAN2 code was created. Since then the code has been 
enhanced and updated. However, the acoustic waves resulting 
from the unsteady motion have not been adequately studied. 
Two-dimensional transonic BVI was first studied computa
tionally in the near- and mid-field by George and Chang (1984) 
who used the high frequency transonic small disturbance equa
tion, including regions of convected vorticity. A comprehensive 
code, VTRAN2 was developed (George and Lyrintzis, 1988). 
The code is simple and efficient. In addition, it is able to obtain 
the main characteristics of transonic BVI, which are the shock 
motions around airfoils. The code was modified (Lyrintzis and 
Xue 1991) to include monotone switches (Goorjian et al., 1985) 
and viscous shock/boundary layer interactions (Guruswamy 
and Goorjian, 1984). The code was shown to agree well with 
other, more complex approaches including Euler and thin-layer 
Navier-Stokes computations. 

In the past, both a full-flow-field solution and the acoustic 
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vortex interaction (BVI), an oscillating flap, and a thickening-
thinning airfoil (Fig. 1). BVI is the aerodynamic interaction 
of a rotor blade with the trailing vortex system generated by 
preceding blades. It usually occurs during helicopter descent, 
or low speed maneuvers. Interactions generate the most sig
nificant noise when the vortex is exactly or nearly parallel to 
the blade. The flow can be initially modeled by two-dimen
sional unsteady transonic flow, since BVI is concentrated near 
the tips and the relative velocity can be assumed constant in 
this region. An oscillating flap is a typical configuration that 
is widely employed in the experimental and computational 
studies of unsteady transonic flow. Tijdeman (1977) used an 
oscillating flap to experimentally identify three types of un
steady shock motion. The thickening-thinning airfoil is another 
example used, because for symmetric airfoils, no noise signal 
is generated due to lift. 

Unsteady transonic flow problems have been solved nu
merically in the past. The low frequency approximation of the 
unsteady two-dimensional Transonic Small Disturbance (TSD) 
equation was first solved by Ballhaus and Goorjian (1977) and 
the LTRAN2 code was created. Since then the code has been 
enhanced and updated. However, the acoustic waves resulting 
from the unsteady motion have not been adequately studied. 
Two-dimensional transonic BVI was first studied computa
tionally in the near- and mid-field by George and Chang (1984) 
who used the high frequency transonic small disturbance equa
tion, including regions of convected vorticity. A comprehensive 
code, VTRAN2 was developed (George and Lyrintzis, 1988). 
The code is simple and efficient. In addition, it is able to obtain 
the main characteristics of transonic BVI, which are the shock 
motions around airfoils. The code was modified (Lyrintzis and 
Xue 1991) to include monotone switches (Goorjian et al., 1985) 
and viscous shock/boundary layer interactions (Guruswamy 
and Goorjian, 1984). The code was shown to agree well with 
other, more complex approaches including Euler and thin-layer 
Navier-Stokes computations. 

In the past, both a full-flow-field solution and the acoustic 
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analogy have been used in rotorcraft acoustics. However, a 
full flow field solution is very expensive, whereas the acoustic 
analogy has a great difficulty including moving shock waves. 
Recently, we introduced an innovative approach, i.e., the 
Kirchhoff method (George and Lyrintzis, 1988 and Lyrintzis 
and George, 1989), to extend numerically calculated aerody
namic results to the acoustic far-field. The full nonlinear equa
tions are solved in the near-field, usually numerically, and a 
surface integral of the solution over the control surface gives 
enough information for the analytical calculation in the far-
field. The advantage of the'method is that non linear effects 
(e.g., shock waves) are accounted for. Also, the surface in
tegrals and the first derivatives needed can be easily evaluated 
from the near-field CFD data. A recent review of the uses of 
Kirchhoff's method in aeroacoustics is given by Lyrintzis, 
(1993). 

In this paper we will compare the mechanisms and directivity 
for three unsteady flow cases (i.e., BVI, oscillating flap and 
thickening-thinning airfoil). It is the first time that various 
unsteady transonic flow cases are studied together. The reader 
is also referred in Lyrintzis et al. (1992) which is a more detailed 
version of this work. While our emphasis is on understanding 
the physics of unsteady transonic flow noise, it is also expected 
that the study will lead to ideas for noise reduction. One earlier 
example based on transonic BVI studies is given by Xue and 
Lyrintzis (1993). 
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Fig. 2 Kirchhoff for the calculation of the far-field 
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Results and Discussion 
A (229 x 199) mesh is used for the current calculations. The 

computational mesh points are clustered more densely near 
and in front of the airfoil and are stretched exponentially from 
the near airfoil region to about 200 chords from the airfoil in 
the x- and 400 in the ̂ -direction, (x and y directions are shown 
in Fig. 1.) More mesh points are distributed in the jc-direction 
in front of the airfoil for a more accurate evaluation of the 
resulting waves. The code has a high vectorization level and 
the CPU time for each two-dimensional case on a Cray-2 
computer is about 5 minutes for 800 time-marching steps. 

Since Kirchhoff's method assumes that linear equations hold 
outside the control surface S, it must be chosen large enough 
to include the region of nonlinear behavior. However, due to 
increasing mesh spacing the accuracy of the numerical solution 
is limited to the region immediately surrounding the moving 
blade. As a result S cannot be so large as to lose accuracy in 
the numerical solution for the mid-field. Therefore, a judicious 
choice of S is required for the effectiveness of the Kirchhoff 
method. A rectangular box shaped surface (Fig. 2) is used for 
the calculations. The VTRAN2 code is used to calculate the 
solutions on the surface S. Typical sizes for the Kirchhoff 
surface are xs = 0.25 andys around 2 chords. An optimization 
study is usually done. Higher Mach numbers yield higher op
timum values for ys (see Lee, 1992) because of the stronger 
nonlinearities in the larger lateral extent of the flow region, as 
expected from the scaling laws of transonic flow. A strip theory 
approximation is used, that is, the two-dimensional VTRAN2 
solution is applied on different segments of the blade in a 
stripwise manner. Blade segments with aspect ratio 4 are used. 

Directivity is studied here in an airfoil-fixed coordinate sys
tem. The waves travel different distances in different directions 
(Fig. 3) for a given time. The total velocity is the vector sum 
of the speed of sound (at some direction) with the free stream. 
Thus the resulting velocity varies with the direction, and dis
tance ru is kept constant (/•„ = 50 chords) in different directions 
(Fig. 3). The relationship between the angles 8 and d„ is also 
shown in Fig. 3. The observer is fixed with the airfoil. 

Tijdeman (1977) showed experimentally, using an oscillating 
flap, that varying airfoil flow conditions can give three dif
ferent types of unsteady shock motion: 

airfoil 
unit: degree 

•- / 
4 

I 
I 

I 
/ 

I 

\ 
\ 

120 N 

Fig. 3 Propagation speeds for an airfoil-fixed coordinate system 

Type A shock motion, where the shock at the rear of the 
supersonic region merely moves back and forth with concurrent 
changes in strength. 

Type B shock motion, where the shock moves similarly to 
type A, but disappears temporarily during the unsteady mo
tion. 

Type C shock motion, where the supersonic region disap
pears, but a shock wave leaves the airfoil and propagates for
ward to the far-field. 
In following only results for the more interesting type C case 
will be shown due to space limitations. 

(a) BVI Results. BVI directivity is studied here in an air
foil-fixed coordinate system. The unsteadyness is due to the 
vortex passage. The waves travel different distances in different 
directions for a given time. The total velocity is the vector sum 
of the speed of sound (at some direction) with the free stream. 
Thus the resulting velocity varies with the direction, and dis
tance rv (/•„ is the distance in the vortex coordinate system) is 
kept constant (rv = 50 chords) in different directions. The 
observer is fixed with the airfoil. The Cp(t) signal for different 
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Fig. 5 Oscillating flap noise directivity for type C, rv = 50 chords 

Fig. 4 BVI noise directivity for type O, rv = 50 chords 

directions is plotted in Fig. 4 for a type C shock motion. Both 
linear (dipole, e.g., lift coefficient Q, drag coefficient Cd) and 
nonlinear (quadrupole or higher order poles, e.g., shock waves) 
noise sources are present in this case. The unsteady pressure 
coefficients Cp(t) shows the existence of two main disturbances 
in the transonic case for BVI. The first disturbance (I) is be
lieved to be associated with the fluctuating lift coefficient (Q) 
and the shock strength variations. Disturbance (I) has a for
ward directivity. The second disturbance (II) is believed to be 
associated with the movement of the shock wave generated at 
a later time (i.e., when the vortex is 6-8 chordlengths behind 
the airfoil) and has a strong downward directivity. Disturbance 
I can be reduced by weakening the shock formation on the 
airfoil, and disturbance II can be reduced by stabilizing the 
shock wave motion on the airfoil. The resulting BVI noise 
depends heavily on the various BVI parameters i.e., Mach 
number, vortex strength and miss-distance, airfoil shape. Some 
ideas for noise reduction can also be developed. For example, 
the airfoil shape near the leading edge can be modified to 
create a more stable shock that will reduce the resulting noise. 
More details for noise reduction can be found in Xue and 
Lyrintzis (1993). 

(b) Oscillating Flap Results. We use a NACA 64A006 
airfoil at Mach number 0.822 which correspond to type C shock 
wave motion. The flap has a length of 25 percent of the chord 
(starts at x/c = 0.75), the reduced frequency k (k = cw/Ua) 
of the motion is 0.496 and the amplitude of the flap motion 
50 is 1.5 deg. These k and 50 values correspond to cases reported 
by Ballhaus and Goorjian (1977). 

The C/ variations for the three types of shock motion and 
the subcritical case yield one disturbance per period (results 

not shown herein). The in viscid dependence of Cd was also 
calculated. The frequency is twice the frequency of the oscil
lation, (i.e., two disturbances per period) because an airfoil's 
up or down motion has the same effect on Cd, (but an opposite 
effect on Q). Figure 5 shows the Cp(t) signal in different 
directions for type C for the oscillating flap case in the far-
field. We can see that in every cycle there are two main prop
agating disturbances (I, II) for the transonic cases. The exist
ence of the second disturbance in the mid-field was first detected 
in the oscillating flap case by Lyrintzis and Xue (1992). The 
nature of the two disturbances can be explained using the same 
arguments we have used before for BVI. The first disturbance 
(I) relates well to the Q oscillations shown in Fig. 5, whereas 
there is no disturbance (II) in the Q signal. The directivity of 
the noise signal is examined in Fig. 5. By analyzing the plots, 
we can see that the first disturbance (I) is getting stronger as 
the direction angle increases from 0 to 90 deg. For the transonic 
cases the effect of the nonlinear noise in the first disturbance 
is weaker than the BVI case. In the oscillating flap case the 
first disturbance remains higher in the downward direction, 
whereas in the BVI case the nonlinear shock noise dominates 
the directivity of disturbance I. The second disturbance (II) 
seems to have a strong forward directivity, as expected. 
• A parametric study shows that the disturbance amplitude 
decreases as the reduced frequency £ increases. Also an increase 
in the amplitude of the flap motion increases the resulting 
disturbance with the results being very sensitive to small changes 
in the amplitude of the oscillation angle. We also studied the 
effect of an abrupt step change in the angle <5 of the oscillating 
flap for the type C case. The resulting time derivatives of Ct 
for this case are higher compared to the sinusoidal oscillating 
flap case. Thus the resulting noise level is much higher and 
the signal has a larger high frequency content. 
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merically using ADI techniques with monotone switches, in
cluding viscous effects due to shock-boundary interactions and 
the cloud-in-cell method for the simulation of the vortex. The 
Kirchhoff method was used to extend the numerically calcu
lated two-dimensional near-field aerodynamic results to the 
three-dimensional linear acoustic far-field. 

The unsteady pressure coefficients Cp(t) showed the exist
ence of two main disturbances in the transonic case for BVI 
and an oscillating flap. The first disturbance (I) is believed to 
be associated with the fluctuating lift coefficient (C/) and the 
shock strength variations. Depending on the effect of the non
linear content disturbance (I) can have a forward (BVI) or a 
downward directivity (oscillating flap). The second disturbance 
(II) is believed to be associated with the movement of the shock 
wave generated at a later time (e.g., in BVI when the vortex 
is 6-8 chordlengths behind the airfoil) and has a strong down
ward directivity. For BVI, the maximum radiation occurs at 
an angle 6 between 60 and 90 deg below the horizonal for an 
airfoil-fixed coordinate system and depends on both disturb
ances I and II. In the case of a thickening-thinning airfoil there 
is no C, signal and only one disturbance is detected. We believe 
that the above results contribute to the development of a un
ified theory of unsteady transonic flow noise and could even
tually lead to effective noise reduction techniques. 
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Fig. 6 Thickening-thinning airfoil noise directivity for type O, rv = 50 
chords 

(c) Thickening-Thinning Airfoil. The last case we ex
amined is the thickening-thinning airfoil. The reason this case 
was chosen is because no lift is generated for a symmetric 
airfoil at zero angle of attack. We again use a NACA 64A006 
airfoil at Mach number 0.833 which corresponds to shock wave 
motion of type C. The reduced frequency k of the motion is 
the same as in the oscillating flap case. The total thickness 
variation is 10 percent (+ 5 percent for thickening, - 5 percent 
for thinning). The thickening and thinning process is enforced 
by changing sinusoidally the slope of the airfoil surface. 

The Cd(t) signal for this case shows one peak per period of 
motion, whereas in the oscillating flap case we found two. The 
corresponding signal directivity for type C motion is shown in 
Fig. 6. It should be noted that the effect of monopole sources 
should be taken into account for this case. In all cases we only 
have one disturbance per cycle that has a forward directivity. 
Even in transonic cases only one disturbance is observed, 
whereas two disturbances are found in BVI and the oscillating 
flap cases. Finally, a parametric study showed that a higher k 
leads to higher noise signal in this case. 

Concluding Remarks 
The mechanisms and directivity of two-dimensional un

steady transonic flow noise have been investigated. Three cases 
were studied: Blade-Vortex interaction (BVI), an oscillating 
flap and a thickening-thinning airfoil. An existing numerical 
finite difference code VTRAN2 was used. The two-dimensional 
unsteady transonic small disturbance equation was solved nu-
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The Effects of Weak Interaction and 
Reynolds Number on Boundary Layer 
Scalars With Tandem Turbulent Spots 

M. H. Krane1 and W. R. Pauley2 

Introduction 
The dynamics of the intermittent portion of a boundary 

layer transition region are determined by the formation, con
vection, and merging of individual turbulent spots (Schubauer 
and Klebanoff, 1955). As these localized regions of turbulence 
convect downstream, they grow by destabilizing the surround
ing laminar boundary layer (Gad-el-Hak et al., 1981), causing 
it to become turbulent at the edges of each spot. The spots 
grow and merge to form a fully turbulent boundary layer. 
Many studies have documented the space-time development 
of single, isolated turbulent spots (Schubauer and Klebanoff, 
1955; Wygnanskietal., 1976; Antoniaet al., 1981; Wygnanski 
et al., 1982). It is expected, however, that turbulent spots in 
a natural transition zone will be influenced by spot interaction 
and merging. The characteristics of this interaction may dictate 
the dynamics of the transition region. Elder (1960) found that 
a side-by-side pair of turbulent spots merged without detectable 
change to either's growth. Wygnanski (1981) studied turbulent 
spots generated periodically along a wind tunnel centerline with 
different spacings and found that sufficiently close spacing 
produced velocity profiles similar to a fully-turbulent boundary 
layer. Gutmark and Black welder (1987) showed that the tur
bulence level and the convection velocity of a closely following 
trailing spot of a tandem pair was attenuated by interaction. 
The growth of the trailing spot was reduced by the highly 
stable "calmed region" behind the leading spot. Zilberman et 
al. (1977) and Wygnanski (1981) demonstrated that key fea
tures of spots are quite persistent, showing that portions of 
the spot structure furthest from the wall retain their identity 
for a considerable length of time even after the spot has merged 
with a fully turbulent boundary layer. 

Lauchle (1981) applied knowledge of the scalar descriptors 
of intermittence in the transition region to predict the radiated 
sound in terms of the time and length scales of the unsteady 
displacement thickness. Krane and Pauley (1992a) quantified 
the temporal and spatial scales of the unsteady displacement 
thickness for a single turbulent spot and used them to determine 
the level and character of sound produced. It was shown that 
the large positive and negative peaks in displacement thickness 
during passage of the spot can result in significant noise pro
duction. The behavior of these peaks can be described in terms 
of scalars such as their convection speeds and their rise and 
fall times. Wygnanski (1981) showed that a typical transition 
region exhibits characteristics of weak rather than strong in
teraction. To reliably extend the predictions based on the iso
lated spot to a natural transition, therefore, it is necessary to 
know if the spot descriptors are modified significantly by weak 
spot interaction. Further, it was desired to assess the univer
sality of the findings by investigating the influence of Reynolds 
number on the spot descriptors. 
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Based on the results of Elder (1960), Wygnanski (1981), and 
Gutmark and Blackwelder (1987) it appears that tandem rather 
than side-by-side interaction produces the strongest modifi
cation to the spots. Therefore, a tandem pair of turbulent spots 
generated by two small bursts of a jet was investigated at several 
stages in its development. The time scales of the displacement 
thickness peaks were determined and non-dimensional char
acteristic times were calculated. By comparison with isolated 
single spot data taken under identical conditions, modifications 
to the descriptors due to weak interaction were determined. 
In addition, the Reynolds number was halved and a second 
isolated spot was investigated to determine if this change mod
ified the characteristic times. 

Experimental Apparatus and Data Acquisition 
Experiments were performed in the Aerospace Engineering 

Laminar Flow Water Channel at the Pennsylvania State Uni
versity. The facility has a well-documented Blasius profile and 
a freestream turbulence intensity of less than 0.3 percent. Full 
details are available in Krane and Pauley (1992b). Unsteady 
velocity profiles were measured using a TSI single-component 
LDV system operating in forward-scatter mode. A TSI Model 
1980 Counter Processor, equipped with a Model 1988 Analog-
Out Module, provided a voltage time series which was pro
portional to the Doppler frequency of the most recently val
idated Doppler burst. This technique provided a random 
sample-and-hold representation of the velocity time series which 
automatically corrects for velocity biasing errors. The output 
was sampled at 250 Hz. All results are reported in an x, y, z 
coordinate system, where the x origin is at the test plate leading 
edge, y at the plate surface, and z on the centerline. Ensemble-
averaged profiles, which were scaled on the local laminar 
boundary layer height 5L between the wall and a height of A5L, 
were computed from velocity time series. Fifty spot samples 
were taken at each location which were initiated by a weak 
impulsive jet issued from a 0.5 mm hole located at x = 53 
cm. The jet pulse was generated by a computer-controlled 
peristaltic pump. 

Results and Discussion 
A single isolated turbulent spot was first investigated to serve 

as a baseline in determining the effects of spot interaction and 
Reynolds number. The edge of the spot's region of influence 
or "envelope" was found using the criteria of Coles and Barker 
(1975). The first step was to calculate a perturbation velocity 
defined as up(x, y, t) = (u(x, y, t) - uL(x, y))/Uv where 
uL is the local laminar velocity before the arrival of the spot. 
These velocity time series were low-pass filtered by averaging 
up at each time step with the neighboring ± 15 time steps; this 
is a convolution of the signal with a square pulse of unit 
amplitude and 0.124 s duration. The leading and trailing edges 
of the spot were identified as the first point (moving forward 
or backward, respectively) where both a level and a slope 
criteria were met: \up\ > 0.02 and \dup/dt\ > 3.0(dup/dt)mlix 
where (dup/dt)mm is the maximum slope of up in the initial, 
laminar portion of the time series. By rescaling the spot outline 
using the similarity transformations developed by Cantwell et 
al. (1978): rt = y/5Tand £ = x - x0/U*,(t - t0) where bT = 
0,370V £ / „ ) ( * - 0.3933m)4/5 (see Van Atta and Helland, 
1980; Itsweire and Van Atta, 1983) we see in Fig. 1 that sim
ilarity is achieved for the last three stations {x = 113 cm, 133 
cm, and 153 cm). These results agree with Schubauer and 
Klebanoff (1955) and Wygnanski et al. (1976). 

To characterize the intermittent signature of the turbulent 
spot, the unsteady boundary layer displacement thickness was 
calculated by integrating the following expression using the 
trapezoid rule: 5*(X, 0 = jf7(l - u(x,y, O/U^dy. The upper 
integration limit //was chosen to be large enough to capture 
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Fig. 1 Turbulent spot envelope in similarity coordinates on centerline, 
U„ = 40.6 m/s 
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Figs. 2(a, b) Spot envelope denoted by 2 percent perturbation velocity, 
displacement thickness, and wall-normal velocity time series on the 
centerline for a single spot with (a) x = 113 cm, U,_„ = 40.6 cm/s, and 
(b) x = 175 cm, W„ = 19 cm/s 

the spot envelope during its entire passage. The displacement 
thickness time trace, shown with its corresponding envelope 
in Fig. 2(a) is concordant with results of Wygnanski et al. 
(1976) and Antonia et al. (1981). The wall-normal velocity at 
the outer edge of the boundary layer v„ (Fig. 2(a)), which 
represents the displacement effect imposed on the far field due 
to the spot passage, was calculated using the displacement 
thickness history by employing the relationship 

t (s) 

Uoo dx 

i a » 

t (s) 

Figs. 3(a, b) Time traces of velocity at several heights above wall along 
with resulting displacement thickness at (a) x = 93 cm and (b) x 
= 153 cm (corresponding isolated spot profile shown for comparison) 

(Van Atta et al., 1982; Lighthill, 1958). This expression is valid 
only on the centerline where w = 0 (Wygnanski et al., 1976). 
Note that the spatial derivative has been replaced with a tem
poral derivative using Taylor's hypothesis. The displacement 
thickness peak corresponds to the maximum spot height; the 
minimum peak corresponds to the trailing edge. As the spot 
passes, the normal velocity undergoes a rapid, negative fluc
tuation followed by a positive peak, which is first sharp then 
more gradual. A slow return of the displacement thickness to 
the initial state represents the "calmed region" first identified 
by Schubauer and Klebanoff (1955). 

To determine if the spot signature was Reynolds number 
dependent a second spot was measured at x = 175 cm with a 
velocity of [/„ = 19 cm/s. Figure 2(b) shows the displacement 
thickness, the 2 percent perturbation velocity contour, and the 
normal velocity for this case. The overall shape of both dis
placement thickness and normal velocity are similar to the high 
velocity case. The only significant difference between the high 
speed case (Fig. 2(a)) and the low speed case (Fig. 2(b)), which 
does not scale as expected, is the sharper decay from the max
imum to minimum displacement thickness. This difference is 
important in describing the noise generation and is reflected 
in the fall time of the spot discussed below. 

Figures 3(a, b) show the relationship between the unsteady 
velocity field and the displacement thickness at x = 93 cm and 
x = 153 cm for a weakly interacting tandem spot pair. These 
comparisons show how the presence of the first spot affects 
the development of the second. At x = 93 cm the two spots 
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Fig. 4(a, b) Development of interacting spot descriptors (a) time traces 
of displacement thickness for x = 0.93, 1.13, 1.33, and 1.53 m and (b) 
corresponding celerity diagram showing streamwise positions of lead
ing edge, positive peak and negative peak (Corresponding isolated spot 
data shown lor comparison). 

are distinct, with the leading edge or "overhang" (Schubauer 
and Klebanoff, 1955) of the trailing spot just beginning to 
encroach on the calmed region of the leading spot. There is 
little distortion of the spots due to interaction. At x = 153 cm 
the overhang of the trailing spot has vanished into the leading 
spot. Although the spots have partially merged at this point 
they still have distinct structure: the velocity minima and max
ima are still clearly identifiable, as are the corresponding fea
tures of the displacement thickness, albeit with some 
modification in amplitude. 

Figure 4(a) shows the streamwise evolution in the displace
ment thickness peaks. At the upstream stations each peak of 
the pair is similar to that seen for individual spots. The peaks 
increase with x while the peaks themselves spread apart and 
become less steep. As the trailing spot catches the leading spot, 
the trailing spot's peak displacement thickness is attenuated. 
The second spot leading edge and first spot trailing edge meet 
at x = 133 cm and merge by x = 153 cm. Using the arrival 
times of key spot features, celerity diagrams were constructed 
(Fig. 4(b)). The features of the displacement thickness that 
were located and charted were the leading edge and the max
imum and minimum peaks. The leading edge arrival was de
fined as the moment when the displacement thickness rose 2 
percent above the undisturbed mean and the slope reached 
four times the mean slope found in the undisturbed time series. 
A linear regression was used to obtain a best-fit straight line 
through the data for several spot features; the slopes of these 
lines are the convection velocities. It was found that the con
vection speeds (Fig. 4(b)) are not significantly modified by this 
weak spot interaction. 

The celerity diagrams were used to obtain two characteristic 
times that describe the spot. The rise time is the period between 
the leading edge and the maximum peak. The fall time is the 
period between the maximum and minimum peaks. The im
portance of a nondimensional characteristic time T± = Uct*/ 
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Fig. 5 Nondimensionalized rise and fall times for interacting spot, iso
lated spot, and low-Reynolds-number spot 

Ax resulting from these measurements, to transition acoustics, 
was shown by Lauchle (1981). A transition zone length Ax is 
predicted using the correlation of Josserand and Lauchle (1990): 
Ax = llxo^iv/Un)0-2. For our operating conditions x0 = 53 
cm (spot generator location) and the freestream velocity l/„ 
= 40.6 m/s, resulting in a transition zone length of Ax = 77 
cm. Figure 5 shows the nondimensional rise and fall times for 
the present spots, both isolated and interacting, as they develop 
in terms of a normalized transition zone streamwise coordinate 
f = (x - x0)/Ax. There is a clear monotonic increase in the 
magnitude for both rise and fall times. The increase of the 
rise/fall times is due to the growth of the streamwise extent 
of the spot. Little modification due to interaction was ob
served. 

Also shown are the rise and fall times for the low-Reynolds-
number case. The rise time T+ is the same as for the high-
Reynolds-number case while the fall time T~ is considerably 
lower. Wygnanski et al. (1982) showed that turbulent spot 
growth rate is sensitive to displacement-thickness Reynolds 
number based on undisturbed flow displacement thickness at 
the spot generator location, Re5*gen. For the two cases reported 
here Re6*gen was equal to 537 and 797 for £/„ = 0.19 m/s and 
£/<*> = 0.41 m/s, respectively. The ratio of trailing edge con
vection speed to the freestream speed decreased with an in
crease in Re5*gen- However, the nondimensional convection 
velocities for the leading edge and spot maximum heights were 
found to be insensitive to Reynolds numbers. The spot leading 
edge and maximum height correspond to the leading edge and 
positive maximum of the displacement thickness, while the 
spot trailing edge corresponds to the negative displacement 
thickness peak. Since the rise and fall times are calculated using 
the convection speeds of these features of the displacement 
thickness, the nondimensional rise time should be insensitive 
to Rê 'gen while the nondimensional fall time should decrease 
with increasing Re{*gen which is in agreement with the obser
vations presented here. 

Gutmark and Blackwelder (1987) showed that below a non-
dimensional time delay of Td = 0.65 between the trailing and 
leading spot generation, the leading edge convection speed of 
the trailing spot is modified. For the present study Td > 0.90, 
greater than their critical value. (It should be noted that direct 
.comparison may not be completely valid because of the dif
ferences in Re5*gen between the two studies, 547 for their study 
and 797 for the present work.) It is clear from Fig. 15 of 
Gutmark and Blackwelder (1987) that the trailing spot grows 
in the calmed region of the leading spot for some time without 
any change in its leading edge celerity. When Atd is greater 
than the critical value, as in this study, the trailing spot begins 
its development outside the calmed region of the leading spot, 
although the leading edge of the second spot eventually ov
ertakes the calmed region; the celerity of the trailing spot is 
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modified when formed in the calmed region of another spot 
but not by entering that region some time after initial for
mation. 

Conclusions 
A comparison was performed between a single turbulent 

spot, two weakly interacting spots in tandem, and a turbulent 
spot at one-half the Reynolds number. Key features of both 
turbulent spots remain individually identifiable during inter
action but the leading edge (overhang) of the trailing spot is 
modified due to merging with the trailing (calmed) region of 
the leading spot. The initial acceleration in the overhang of 
the trailing spot disappears once it encroaches significantly on 
the calmed region of the leading spot. A positive peak in the 
displacement thickness is still readily identifiable in the trailing 
spot but its amplitude is diminished. No reduction in amplitude 
is observed for the negative displacement thickness peak in the 
trailing spot. This interaction produces no modification to the 
convection velocities (celerities) of the primary spot features 
or to characteristic rise and fall times for either spot. This is 
in spite of the fact that the trailing spot traverses the entire 
length of the calmed region of the leading spot. Gutmark and 
Blackwelder (1987) have previously reported modifications for 
more strongly interacting cases. Comparison with the present 
results indicates that the trailing spot must form while in the 
calmed region of the leading spot, not just pass through it, if 
modification of the celerities is to result. This conforms to a 
critical non-dimensional delay time advanced by Gutmark and 
Blackwelder above which trailing spot celerities are not mod
ified. The present data reveal that the non-dimensional rise 
time is independent of Reynolds number while the nondimen-
sional fall time is proportional, results consistent with Wyg-
nanski et al. (1982). 
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